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Abstract
Information is an important and problematic concept. Being important and problematic, a reconsideration of this notion seems in order: information can be viewed, and has historically been viewed, as a thing, as a property of a thing or as a relation between two or three elements. The purpose of this paper is to defend that a general concept of information must treat it as a triadic relation. The reasons are that taking information as a triadic relation makes it possible to produce a general measure information, to integrate the specific uses and measures of information into a single framework, and to clarify the relations between information and other surrounding concepts, as well as to dissolve the recurrent question  of information's location.

1. Introduction
1.1.

Information is important because of its ubiquity and increasing central position in biology and cognitive science, in philosophy, tecnology and everyday language (see Mosterín, 1991, pp. 121-2).

1.1.1.

The notion of information, both as metaphor (see Paton, 1992) and ana​logy, has become extremely important in most fields of bio​logy1. It has generally been used even to define life. We can say that biology has come to adopt a theoretical perspective deriving from the theory of in​formation along with the deve​lopments made in modern genetics and in evolutionary science. This view holds that all biological processes in​volve the transfer of information, and it has been called bio-informational equivalence (Stuart, 1985).

Only a brief glance at the current bibliography is enough to see that since Stuart's paper the use of the con​cept of information in biology has become more widespread (see, for example, Marijuan, 1989, 1991; Albrecht-Buehler, 1990, Burian and Grene, 1992, p. 6). However, the concept of information is also central2 to disciplines related to cognitive science and, given that there are variuos research programmes attempting to link the cognitive phenomenon with its biological basis3, it would be desirable to have one general concept of informa​tion which would apply to both cognitive and biolo​gical contexts.

1.2.

Information is also a problematic notion: 

1.2.1.

Information, more than a unitary concept, is a family of different measures and notions not clearly connected, and the relations between information and other surrouding notion (like knowledge, form,  informational and thermodynamical entropy, correlation, meaning, order or complexity) are also in need of clarification. I hope that the following discussion will contribute to this task.

1.2.2.

Our ways of mesuring information do not do justice to the concept of information as described in biological or cognitive literature. For example, it is understood that genetic variation increases ca​pacity for information whereas selection determines which variations are really informative (functional or signifi​cant) and which ones are mere noise. In accordance with the semantics of the concept of information any genetic varia​tion cannot be considered significant information or noise if taken in isolation or unconnected with any given func​tion (cf. Collier, 1988, p. 234; Mayr, 1982, pp. 67-69). Conversely, the measures of information used are normally interpreted as measures of potential information, structural complexity or thermodynamic order; they are unable to discrimitate biological functionality. In literature on this matter, some functional measure of information or of informational content is normally dee​med desireable (Wicken, 1987).

1.2.2.1.

But the proposed measures of specifically biological information are also problematic. For example, the key to the measure of information proposed by Gatlin (1972) is deviation from the most aleatory distribution. It is thought that in theory, the absence of selective forces acting on the formation of nucleid acids and proteins should bring about a highly random configuration and any deviation from this responds to a selective bias.

1.2.2.1.1.

Several difficulties arise with this measure. Firs​tly, it does not allow for any distinction between devia​tions produced by the effects of natural selection and those which are derived from prebiotic conditioners (see Wicken 1987, p. 48 and Steinman, 1971).

1.2.2.1.2.

There is also the conceptual problem, which pre-sup​poses the fact that, under Gatlin formulae, information in​creases along with increased redundancy, which ultimately leads to the absurd situation of attaining maximum informa​tion with maximum redundancy. Gatlin keeps the functional meaning of information through restricting biological func​tions to the mere function of producing copies. Increased redundancy is good for this function, but if this were the only evolutionary tendency, the 

complexity of living beings would not have increased dramatically. It must be said that the limit imposed on the growth of redundancy is based on the need to perform (with competitive success) a series of bodily functions which are not strictly reproductive. The information necessary in order that these functions may be performed is beyond the reach of the measure suggested by Gatlin. Thus, biological information cannot be ge​nerally identified with redundancy. The measure of information suggested by Brooks and Wiley (1986) contains the same problem as Gatlin's.

1.2.3.

The concept of information varies considerably from one aut​hor to another (see Kirschenmann, 1970; and Nauta, 1972, pp. 167-228). We could take, as a tentative taxonomy the following:
1.2.3.1.

Information as thing or 'third subs​tance' or 'primitive element whose concept is basic' ("to lose in​formation", "to contain information", "to spread informa​tion"; see Wiener, 1948, p. 132; Günther, 1963; Moles, 1972; Devlin, 1987; Stachowiak, 1965).

1.2.3.2.

Information as property of a thing: form or structural property, order, entropy (for example in Brillouin, 1953), complexity (Kolmogorov, 1965), diversity (Margalef, 1980).

1.2.3.2.1.

Information as a property raises the problem of locating information. So, in general, and specially in biology, the identification of the supports of information is a recurrent and unsolvable topic.

1.2.3.3.

Information as a relation, for example in Dennett (1987), who indica​tes the relevant concept of in​formation in cognitive psy​chology or in neurophisiology in the following terms: "information measured in bits is neu​tral in content [...]. Of course, this is not the concept that we should refer to when [...] talking about models for information processing in the nervous system or in cogni​tive psychology [...]. There is a name for this: semantic information" (see also Bonsack, 1965; Mackay, 1969, p. 136; C.F. von Weizsäcker, 1959; E. von Weizsäcker, 1974, Küppers, 1990). The functional and relative aspects of infor​mation are also implied by Shannon, who sta​tes that the problem in communica​tion is reproducing in the most accu​rate way possible in one place what is produced in another. It is necessary to suppose that the mere material transfer of what has been produced would not be in​formation, whereas reproduction itself is of no value unless it refers to what has been produced. The receiver of information can only really be called thus if he (it) manages to relate what has been re​ceived to what was emit​ted. Even more clearly: "But is information relatio​nal? Surely so. The basic intuition about the infor​mation con​tent Cs of a situation s is that it is informa​tion about something besides s. ...The account of the in​formation con​tent Cs of a situation s given by Dretske and that given by Perry and me differ on many points, but they do agree on the rela​tional nature of information" (Barwise, 1986, p. 326).
2. Information as relation

2.1.

Taking information as a thing or new basic substance would be the last hypothesis we should explore, because, by vitue of the principle of ontological economy4, if some other works is preferable. The other three possibilities could be equated with the three parts of the classical distinction formulated by Waever (1949): information of level A, syntactic information, is a property of messages; information of level B, semantical information, is a relation between two things: the message and its reference, and information of level C, pragmatical information, is a relation between three elements: the message, the receiver affected by the message and its reference.

2.2.

In the following pages, I shall try to argue in fa​vour of in​formation conceived as rela​tion. I shall try to show, howe​ver, that a triadic relation is needed. In other words, pragmatic information is the basic and more general concept of information, the other ones are derivated by abstraction or ellipsis of some element. The argument in favour of that possition is that it enables us to propound a general measure of information and to accomodate and relate the different measures and notions of information. Some pre​cedents to this idea can also be quoted:

"All dynamical action, or action of brute force, physical or psychical, either ta​kes place between two sub​jects...or at any rate is a resul​tant of such actions between pairs. But by se​miosis I mean, on the contrary, an action or in​fluence which is or invol​ves a cooperation of three subjects, such as a sign, its object and its interpretant, this three-relative influence not being in any way resolvable into actions between pairs" (Peirce, 1931-35).

"The resolution of the concept of information into syntactic, semantic and pragmatic dimension is therefore only justificable in the interest of simple representation" (Küppers, 1990).

2.2.1.

Information (I) therefore, implies a relation between i) a message (m) which may be any event, linguistic or other​wise; ii) a system of reference, (S), which the message informs the receiver about and iii)  a receiver (R). The receiver is a formal scheme hold by a concret subject (a computer, a human being or other living system, an ecosystem...). A subject, of course, could take more than one receiver and use them alternatively (playing with different hypotheses) or successively (because of learning, for example). Peirce could be quoted here again because he differentiates clearly the interpreter (the concret subject), from the interpretant (the abstract scheme connecting sign and its object). Following the specification of R that figures below, we can also see the receiver as an internal predictive model of S, along the lines suggested by Rosen (1985, pp. v and 339).

2.2.1.1.

Some elements that enter in one informational relationship could take part in another one playing a different role:

2.2.1.1.1.

the element that plays as a receiver in an informational relation, could be a message in another; for example, a scientific theory can be viewed as a receiver that offers us some expectatives about some domain. At this level, empirical data are messages to the theory. But a scientist could decide in favour of certain theory, could take it as better confirmed than the other ones; in this case, the theory plays as a message to a receiver (hold by scientist) dealing with theoretical alternatives. And, of course, you could iterate the process.

2.2.1.1.2.

A system of alternative messages in a relation can be, in another, a system of reference, and  vice versa.

2.2.2.

It may seem surprising that the emitter or source is not men​tioned, but that is because he becomes S if the in​formation that R receives through m is about the emitter itself. On the other hand, in determining intented meaning, the emitter acts as a virtual receiver, and, finally, there is often no specific emit​ter in non-liguistic contexts. Similarly, Millikan (1989, pp. 283-284) states that "the way to unpack this insight is to focus on representation consumption, rat​her than repre​sentation production. It is the devices that use repre​sentations which determine these to be representations and, at the same time (contra Fodor), determine their content".

2.2.3.

Another relevant point is the fact that a message gi​ves in​formation on a system, that is to say, on its possi​ble states and not only on one of them. If a message incre​ases the estimated pro​bability for a state in the system, it obviously decreases that of the rest. Millikan (1989, pp. 287-288) could also be quoted here: "Representations always admit of significant transformation (in the mathema​tical sense), which accord of transformations of their co​rresponding represented [...] there is not such thing as a re​presentation consumer that can understand only one representa​tion".

2.2.4.

Most of the conceptual problems concerning informa​tion stem from ellipsis. The information of a message is often spoken about without any reference being made to a receiver or a referential system, even though there is the implicit suggestion that there is one. The information is always, as it were, functional, transi​tive, pragmatic. The mes​sage al​ways refers to something, otherwise it is not a mes​sage, it always informs a receiver on so​mething, otherwise there is not such information. In accordance with this idea we can read in Milli​kan, 1989, p. 286: "This information could still not serve the system as information, unless the signs were understood by the system".

2.2.4.1.

Factors that condition information are often confused with information itself. This is the case of the formal characteristics of the system of reference or of the message or of the system the latter belongs to. The correla​tion between the information-giving message and the system about which is given also affects the amount of information that the one can produce on the other, but neither this co​rrelation nor form constitute the information it​self (we will later return on this point, in 4.).

2.2.5.

The relation between these three elements (m, R, S) is in​formative when it brings about a change in the knowledge that the receiver had of the system of reference.

2.2.5.1.

By 'knowledge' we understand the distributions of probabilities of the possible states of the system of reference hold by the receiver. Thus 'knowledge' could be understood along the lines suggested by Popper (1990, 
 9 and 10, p. 35) in a very general way: "Can only animals know? Why not plants? Obviously, in the biological and evolutionary sense in which I speak of Knowledge, not only animals and men have expectations and therefore (unconcious) knowledge, but also plants; and, indeed, all organisms [...] Flowering plants know that warmer days are about to arrive [...] according to sensed changes in radiation...". In a remarkably parallel way Rosen afirms that: "I cast about for possible biological instances of control of behavior through the utilization of predictive models. To my astonishment I found them everywhere [...] the tree possesses a model, which anticipates low temperature on the basis of shortening day..." (Rosen, 1985, p. 7; cf. also p. 385).

2.2.5.2.

We can describe information, I, as a re​lationship between a message, m, a receiver, R, and a system of reference, S. Belonging to this relation will be the triads formed by a message, a receiver and a system of reference in which the message received brings about a change in the receiver's previous knowledge on the system of reference. Information implies a change in knowledge, therefore the amount of information depends also on the receiver's previous knowledge (as Dretske, 1981, states). Moreover, the more probable an alternative is to a receiver, the more information it receives when another occurs (but see below 3.7.1.3.).

2.2.5.3.

So for example, the introduction of a certain genetic message to the cellular cytoplasm, increases the probability of the cell carring out a certain function as the probabilities of alternative behaviour decreases. At this moment we can say that the receiver knows (or knows better) how to perform something.

2.2.5.3.1.

The aforementioned case is construed as if the message would inform the receiver about the possible behaviour of the subject, but let me point out that I am no saying that S is always equal to a set of conductual dispositions, but that, in some cases, the dispositional change is, for us, the only way to assess change in knowledge. I am in agreement with Nauta when he says that "Informationalism is a compromise between behaviourism and mentalism" (1972, p. 228). The receiver, R, could be a formalism for internal states, but it could be investigated in different ways, by observation of behaviour, theorization on conductual dispositions and empirical or theoretical knowledge of internal structures.

2.2.5.4.

Information can be measured by the effect it produ​ces, that is, by the change in the recei​ver's knowledge on the system of re​ference. We will later attempt to develop such a measure.

2.2.6.

The informational relation may be per​fectly objective (see Barwise, 1986, p. 325-8, in response to Fodor, 1986, p. 307-23), at least in the sense that Denbigh (1985, p. 5 onwards) gives to 'objectivity' (what he calls 'objectivity1'). For example, it is perfectly objective that a genetic message informs a cellular cytoplasm about synthesizing proteins, or that a statement informs you about what is the weather like. It is clear that, even if your expectations about weather are subjective, and the probabilities of a cell behaving in different ways are objective, both (that you believes something and that the cell could behave in some way) are equally objective phaenomena to an observer and could be approached from the same formalism. The observer does not take into account directly the probabilies in your mind, but the probabilities he calculates that you hold, as well as he does not take directely into account the probabilities of such or such cell behaviour, but the probabilities calculated by him.

2.2.6.1.

This does not suppose that the in​formation is in the world from the beginning preceding any subject capable of using it, as Dretske (1981, p. vii) sta​tes, except unless the structure or form of the world (a factor which influences information but is not the informa​tion itself) is called information. Without cell there is no connexion between DNA and protein, as well as without hearer there is no connexion between statement and weather.

2.2.6.2.

Measuring information requires, like any other measurement, a subject that does it, and this subject acts depending on theoretical grounds. To assess the quantity of information that a genetic message gives to a cellular cytoplasm we need a lot of biochemical knowledge, and actually, our outcomes could be wrong or right; furthermore, we must be aware that any attribution of a receiver to a subject is hypothetical having, at best, the conjectural truthfulness of a scientific theory, but all that do not makes informational relation less objective.

2.2.6.3.

The measure of the information given for a message to a human being on some system of reference could be made, at least in theory, by different methods: neurophysiological, behavioural and introspectionist. Only the last one present some peculiar problems, because the same subject is the observer and the subject implicated in the informational relationship. But the problem could be approached taking into account that the same subject is not necessarily the same receiver.

2.2.6.4.

Any measurement could be formulated in terms of change in knowledge: in measuring information, my knowledge on a certain reality (the informational relation measured) changes, so the measure of information is also an informational relation (capable of being measured), but this fact does not lead to any confusion between the two different informational relations.

3. Measuring Information
3.1.

In accordance of the concept of information above mentioned, I shall try to establish a general me​asure of information inspired by the ideas of Peirce, Mackay (1969), Dretske (1981) (according to whom a message gives in​formation for a receiver on a certain sys​tem if it modifies the knowledge on it previously held by the receiver) and Wicken (1987; 1988). By measuring this change in knowledge, a correct indication of the amount of information received by R on S can be found.

3.2.

The basic requirements that we can demand to such a measure are: that it would be in accordance with our intuitive notion of information and coherent with the better theory of syntactical information we have, i.e., the Shannon's one.

3.3.

The main thesis is that information can be considered a (functional or pragmatical) re​lationship between a receiver R, a message m and a system of reference S.

3.3.1.

A message, mji, is an element of a set of alternative messa​ges, mj.

mj={mj1,mj2,...,mjn}.

3.3.3.

S can be any system. Õ={s1,s2,...,sq} is a set of al​ternatively accesi​ble states of S.

3.3.4.
R is characterized by:
A) a set of  (a priori) probabilities associated with the diffe​rent alternative states of the referen​cial system:
P(s1),...,P(sq),

being õkP(sk)=1.
B) a function assigning a (a posteriori) probabi​lity,  P(sk|mji), to each pair <mji,sk>; being õkP(sk|mji)=1.

3.4.

Information of m-to-R-about-S, can be measured, then, ta​king into ac​count the diffe​rence, D, between the probabi​lities be​fore -P(s1),...,P(sq)- and after -P(s1|mji),...,P(sq|mji)- the reception of the message:
D(mji,R,S)=õk³P(sk)-P(sk|mji)³.

3.5.

Accordingly, the proposed measure of (functional or semanti​cal) information is:
I(mji,R,S)=-log(1-(D(mji,R,S)/2)).

3.6.

It is possible to find the average of information from mj-to-R-about-S on weighting the information that each mji carries with its frequence:

I(mj,R,S)=õiP(mji)¨I(mji,R,S)
3.7.

It is possible to prove that:
0¾D¾2.

3.7.1.

In consequence:

If D=0, then I=0;

If D=2, then there is no real value to I;

If 0<D<2, then I tend to ý when D tend to 2.
3.7.1.1.

D=0 means that there is no change in R's knowledge on S in spite of receiving m. In this case it is logical that I equals zero.

3.7.1.2.

D=2 is only produced if m informs on something happening that R previously considered to be impos​sible (the system is in a state whose prior probability  was zero).  In this case, I has no real value5.

3.7.1.2.1.

This si​tuation must be considered as an indication of that a ra​dical restructure of the subject's spectatives is required. The receiver used until now by the subject has been broken an the use of an alternative receiver is in order. So we could now assess the quantity of information in relation to a (meta-) receiver dealing with second order alternatives. For example, a statement that you consider impossible from a literal point of view invites you to change to a metaphoric key.

3.7.1.2.2.

The great importance of this case consists in that in all learning process (biological and cultural evo​lution, piagetian development of cognitive structures, kuhnian dynamics of scientific theories...) seems to appear two different kinds of change: acumulative or gradual (assumed inside the limits of a receiver) and reorganizative or saltational (requiring a radical change). I think that this measure of information could help to capture formally this intui​tion.

3.7.1.3.

In the rest of the cases, I tends to ý if D tends to 2. This me​ans that the greater the number of possible states of the system there are, and the greater the contradiction of the previous con​victions of R (without reaching the point of D=2), the greater I will be (see Figure 1).

3.7.2.

I take an example from Dretske (1981) to show practi​cally how works the mea​sure of information presented here:

"There are eight employees and one of them must per​form some unpleasant task...The group devises some proce​dure that it deems fair (drawing straws, flipping a coin), and Hermann is selec​ted" (Dretske, 1981, p. 4). "The emplo​yer receives a memo with the name 'Hermann'" (Dretske, 1981, p. 13).

3.7.2.1.

We can assume that the possible states of the sys​tem of reference are s1,s2,...,s8, mea​ning respectively, that the selec​ted employee was the first, the second,..., the eighth one. We can assume, furthermore, that s7 corres​ponds to Hermann's selection. We can suppose that the a-priori and the a-posterior probability distribution estima​ted by the employer are the following:

P(s1)=P(s2)=...=P(s8)=1/8

P(s1|m)=P(s2|m)=P(s4|m)=P(s5|m)=P(s6|m)=P(s8|m)=0.01

P(s3|m)=0.20

P(s7|m)=0.74

D=õk³P(sk)-P(sk|m)³=1.38

I=-log (1-(D/2)=1.68868,

that is: Information, I, of m (the memo) to R (the emplo​yer) on S (the relevant events in the emplo​yees' room)=1.68868 units of in​formation.

3.7.2.2.

If the employer's confidence in the transmission process is total, then:

P(s1|m)=P(s2|m)=P(s3|m)=P(s4|m)=P(s5|m)=P(s6|m)=P(s8|m))=0

Pm(s7)=1

D=1.75  and   I=3

3.7.2.3.

The employer suspects that the memo has been changed du​ring transmission. In this case:

P(s1|m)=P(s2|m)=...=P(s8|m)=1/8

D=0    and   I=0

3.7.2.4.

The employer believes that the selection process was un​fair (he hears of a plot againts Hermann). In this case the a-priori probability distribution may be, for example:

P(s1)=P(s2)=P(s3)=P(s4)=P(s5)=P(s6)=P(s8)=0

P(s7)=1

With the a-posteriori probability distribution of 3.7.2.2.,

D=0   and   I=0 

3.7.2.5.

As in the last case the employer believes that the selection process was un​fair against Hermann (so, the a-priori probabilities are the same as in the last case), but the memo does not say 'Hermann', but, for example, the name corresponding to S1. In this case, D=2 and there is not real value to I; the employer must change his receiver in use, perhaps taking now into account the little confidence that the rumoured tales deserves.

3.7.3.

These results are coherent with our intuitive notion of informa​tion.

3.8.

If mj­Õ, then
I(mji,R,S)=-logP(mji)
I(mj,R,S)=-õi P(mji) ¨ log P(mji),

i.e. under certain res​tricted conditions (mj­Õ), I(mji,R,S) and I(mj,R,S) yield the same outcomes as the standard formu​las:

I(mji)=-logP(mji) and H(mj)=-õi P(mji) ¨ log P(mji).

3.8.1.

For Shannon's sources of information:

I(mji,R,S)=I(mji)

I(mj,R,S)=H(mj).

Therefore, our measure of information is not an al​ternative to Shannon's: it is only more general. According to Waever affir​mation: "it seems clear -he says refering to Shannon's work- that an important contribution has been made to any possible general theory of communication.[...] It is almost certainly true that a consideration of commu​nication on levels B and C [the semantical and effective level of information respectively] will require ad​ditions [...] but it seems equally li​kely that what is required are minor additions and not real revision" (Shannon and Weaver, 1949, p. 26).

3.8.2.

In the clasical theory of information the information produ​ced by an event is measured by its probability:

I(si)=-log P(si).

But is it possible to reduce that to a three-element frame​work? what does si give informa​tion about? We may con​sider that the classical theory of information deals with systems that give information about themselves to receivers 

of the following type:

    S³

 mj  ³S1.........Sk.........Sq
 ‑‑‑‑Å‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

 mj1 ³1..........0..........0        q=n
    .³.          .          .

    .³.          .          .        sk­mji iff. k=i
    .³.          .          .

    .³.          .          .        P(sk)=P(mji) if k=i
    .³.          .          .

    .³.          .          .        P(sk|mji)=1 iff. k=i
 mji ³0..........1..........0

    .³.          .          .        P(sk|mji)=0 iff. k=i
    .³.          .          .

    .³.          .          .       ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

    .³.          .          .

    .³.          .          .

    .³.          .          .

 mjn ³0..........0..........1

In this case,
D(mji,R,S)=2-2P(sk), 

taking into account that,
õkP(sk)=1 and õkPmji(sk)=1,

therefore:
P(sk) = 1-(D(mji,R,S)/2), 

Whence:

I(mji,R,S)=-logP(sk)

I(mj,R,S)=-õkP(sk)·logP(sk).
3.8.3.

In consequence, a reinterpretation of Shannon's en​tropy in terms of the present measure of information can be gi​ven.
4. Information and other related concepts
On the basis of the notion and the measure of infor​mation that we have presented, an at​tempt can be made to integrate the four main sub-families of informational concepts and measures (see Mosterín, 1991, pp. 125-141).

4.1.
Taken in chronological order, there was the physical entropy and its different measures (thermodinamical or statistical) the first approach considered as an indication of to the quantity of information. This well-known history goes from Clausius and Boltzmann, that formulate the measures of entropy, to Maxwell and his paradoxical demiurg, the Szilard's answer to the paradox connecting entropy and information, Brioullin's negentropy and, more recently, the attempts of Evans, Layzer and Frautschi to equate information to a positive magnitude: the distance from thermodynamical equilibrium. The slogan of this approach could be: "gain in entropy means loss of information" (G.N. Lewis, 1930, p. 569; cit. in Mosterín, 1991, p. 126).

4.1.1.

From the point of view we are proposing, Thermodynamic entropy conditions the information that the macrostate of a system can offer on its possible microstates to a receiver equiped with correct physical laws. If the particles that form the system have a low degree of liberty, they act together, the effects of each individual movements accu​mulates and the system as a whole can work, as it is more dynamic. On the other hand, the system offers a lot of information on its elements, se​eing as their actions are coherent. If the entropy in​creases and the elements start to oscillate in different direc​tions, the effects of the movement of some counteract that of ot​hers, the system is generally less dynamic and, on the other hand, reflects to a lesser extent the posi​tions and moments of its com​ponents. In this sense, information and Thermodyna​mics are linked. Thermodynamic en​tropy is only connected with the informa​tion that a macrostate can give on the currently accessible microstates of the system. Neither entropy, negentropy nor distance from equilibrium, are general measu​res of information.

4.1.2.

Physical entropy is currently connected with order and or​ganization. But as Den​bigh (1985) puts it, order and organization are relative.

4.1.2.1.

Several types of order may be identified in any one sphere or even within the same system. Imagine a written text, if the required function is confined to mantaining grammatical rules the restriction exerted on the space of probabilities is less than if we require semantic functions or even the transmission of a specific meaning and more so if we require it to adapt to verse patterns. The same text can be deemed organised in one sense but not in another sense. The level of order and the level of organization in any system are not something that can be maesured in absolute terms. It is assessed in relation with certain function or structure. So, in informational terms, The text, as a message, is ordered or no in relation to a function or to a structure acting as a system of reference.

4.1.2.2.

Order is also relative to a receiver that puts in connexion the message and the system of reference. You can say that a fragment of DNA is organized in relation to the synthesis of certain protein only in the case that you know how the cellular machinery works. Therefore, physical entropy neither could be considered as a general measure of order; it is a correct approach to one type of order (see Denbigh, 1985 and Nauta, 1972).

4.2.

Following the chronological order we have assume, there is the  signal transmission context the next relevant domain. Here, the decisive contribution was the Shannon's mathematical theory of communication, but we can make mention, as precedents, of Nyquist and Hartley. From this angle, information is contempled as surprise or uncertainty.

4.2.1.

The relation between Shannon'entropy and information as a triadic relation has been assessed above, even in mathematical terms, but some remarks are here in order: the structure of the system that the message belongs to also affects the information but in the opposite way from that of the system of reference. If we try to inform on something, we want the system the message belongs to not to impose structural limitations on our communication, or we try to keep them to a mi​nimum, at least; we want it to have few inherent restrictions so that it can then take on those of the system that we are referring to and represent it. This is what Shannon calls entropy (freedom of choice in a source) which is recommended for a system acting as symbolic system (for example in neuronal, genetic, inmunological or linguistic domains, unities can be arranged in a lot of different combinations), since it must be flexible when representing other systems.

4.2.2.

Another factor that limits the amount of informa​tion is the correlation between the structure of the individual message and that of referential system. If this correlation is perfect, a maximum of information can be transmitted. There is no greater correlation than that which presents a system with itself. In this sense, Shan​non's measure is an absolute limit of the amount of infor​mation: no more information can be given about a system that is giving information by itself. Therefore, Shannon's measure of is often referred to as a measure of possible (stored or transmitted) information.

4.2.3.

There is a formal connection between physical entropy (Boltzmann's entropy) and informational entropy (Shannon's entropy), as Von Neumann first noted. But even though they both conform to the same formal schema, there is no reason why its behaviour should respond to the same laws (Marcos, 1991).

4.3.

One of the most recent approaches on information has its roots in the work of  Ray Solomonov and Andrei Kolmogorov. It is the algorhitmic or computational theory of information. From this theory, information is viewed as a kind of complexity. You can generate any sequence describing a text, image, music... by means of a program and the adecuate computer. If the sequence shows some regulary, simetry or redundancy, the program could be shorter than the sequence itself. If the sequence is complex or even chaotic it will be reluctant to compression. Any program could be coded as a numerical binary sequence (as well as any text, image, music...) and the length of program-sequence gives us a measure of the complexity of the initial sequence. That is: more complexity, less compressibility. Moreover, a general measure of complexity can be obtained by taking an universal Turing machine as the relevant computer (for the contributions of Solomonov, Kolmogorov and other like Chaitin, P.Martin-Löf, L. Levin, P. Gacs or D. Loveland, see Ming Li & Vitany, 1989. A 'compressed' exposition can be seen in Mosterín, 1991).

4.3.1.

In this case a triadic relation could be easily detected: the algorythm or program is a message to a receiver based in the universal Turing machine, on a system of reference, the compressed sequence. Therefore, the program informs the machine on the a compressed sequence.

4.3.2.

The relation between information and complexity is not a direct one, that is, you cannot equate complexity and information. Structural order of the sequence of reference is a conditioning factor of information in the sense that other factors being equal (with a message of the same length, according to Kolmogorov's outcomes, and to the same receiver), more information can be given by a sequence on another if the last one is less complex. To need a long program in generating a sequence does no means that this sequence "has got" a lot of information.  Firstly because it is counter-intuitive: it makes sequences describing chaotic texts or images the most informational ones (for example, with the TV set disconnected from the aerial you could obtain the most informational images). And, secondly, because information is not a property of things.

4.3.3.

Kolmogorov's notion of complexity has been used to calculate the informational content of an individual object. The informational content of an object is a direct function of the length of the shorter program describing or producing it. We must keep in mind here the difference between objects and descriptions, between things and words. When the complexity is assessed by the compressibility of a description codified in a binary sequence, it could generally be referred to a universal Turing machine. But a Turing machine plays with descriptions, the input is a binary sequence and so the output, it is unable to relate the description with the object itself. Therefore, a measure of the complexity of sequences is available to us, but it does no mean that we are able to calculate the complexity of the object described. The reason is that the information that a description gives on an object is always referred to a certain receiver hold by a concret subject. For example, a sequence of DNA is a good description of the tridimensional structure of a protein to certain cytoplasmatic machinery; but it does not make sense to say that it is so in a general way (see Rosen, 1985, pp. 321-3).

4.3.4.

Nothing can be said about pure chaos except repeating it "point" by "point". In any case, with a higher level of structure, form, organization or regularity in the system of reference (and other things being equal) comes the possibility of transmitting more infor​mation about it, in accordance with common sense and phi​losophical tradition (see Umberto Eco, 1979, p. 162. and also Moles 1972, "The Most Difficult Message to Trans​mit").

4.3.5.

A cer​tain confusion sometimes surrounds this matter. Some authors say that this double influence of the level of order on the amount of information is a paradox. It is not in the least. One thing is the relative order of the system of refe​rence and another is that of the symbolic system, that of the system the message belongs to. Shannon's entropy of the simbolic system is positively correlated with information, while in the object the systems informs about, is order or organization (always relative) that goes with information.

4.3.6.

This distinction is connected with the question of the role of biological information in the process of evolu​tion. Evolution yields systems that are more likely to grasp free energy and/or make better use of energy resources in order to survive and reproduce6. This all makes for increased order and organization (in relation to that function) in the living system and given that the living system itself form part of the environment, more information about this envi​ronment would be obtained.

4.3.8.

The Kolmogorov's measure of complexity is able to ditinguish between a crystal and a protein, but a relevant concept of complexity in biology must make also difference between a functional protein and a random peptidic compound. Therefore, to the Kolmogorov's criterion we must add another one: an object is more complex than another one, no simply if its shorter description has more length than the other's ones, but if each component of the description gives equal or more information to the same receiver than the anologous components referred to the other object.

4.3.8.1.

In this last sense and if information depends (among other things) on correlation, then complex systems could be in​dicative of complex environment, since more information is required to adapt to a complex environment than to exist in a simple one. Later variants in evolutionary succesion may "take into account" those already in existence, but nor vice versa (cf. Darwin, 1859, pg. 337; and Rosen, 1985, p. 371). This absorbs in part the criticism of the neodarwi​nian paradigm suggested by Bertalanffy (1968) and others. They say that higher level of adaptation does not necessarily have to be more complex. But it is true that once an organism is settled in its environment, any other organism will adapt to it more effectively if it is equipped to relate informationally  with the first one (thus resulting in the integration or the extinction of the first one). Due to this informational assymmetry both the environment and organisms become complex so that they maintain their adaptational dynamics (Margalef, 1986, suggest that trophic assymetry drives the development of the nervous system and of the information contained whithin it). So, it is of some use to assess the complexity of biosphere (or a part of it) on the basis of that of the most complex organisms produced by evolution, those which can take into account the most information on their environ​ment. It must be noted that the existence of recent living systems which adapt to an environment in which others alre​ady exist often assures their existence, rather than threa​ten it, since the environment the new system adapts to is also that which they depend on7.

4.4.

Information in Shannon's terms is not connected with meaning, nor with the effect it could produce on the receiver, for example, practical or theoretical knowledge (see Shannon & Weaver, 1949, p. 31 and Jones, 1979, p. 12). But information is intuitively linked with meaning and knowledge, therefore, some authors have thought that some development of the theory is needed to deal with these concept in philosophy and linguistics. Along this lines have worked Carnap, Bar-Hillel (1964), Hintikka (1970, 1973) and more recently, between others Dretske (1981), Perry and Barwisse (1983) (see also Hanson, 1990; Villanueva, 1990; Marcos, 1992, pp. 46-85).

4.4.1.

The basic idea of Carnap, Bar-Hillel and Hintikka could be formulated in Popper's terms (1959, p. 41), that is, an statement says more if it prohibits more. The way of measuring this magnitude (put it in a simplified form) that this authors propose is the following: take a limited language, and give equal probability to all the syntactically possible combinations of its atomic elements; then take a statement in this language and all its logical consequence. Now, it could be that some gramatically correct statement are forbidden and the probability of the other ones raises. So the quantity of information (a number) is a function of the number of prohibited statements, and the informational content (a class) depends on the statements yet in play.

4.4.1.1.

The difference between this idea and that expressed by Popper, is that it does not deal with states of affairs, but with a combinatory of linguistic symbols. Even so, this approach to information could be reduced to a triadic relation scheme: the system of reference is the set of gramatically correct symbol combinations; the message is the statement you are taking into account; and we need, as well, "a receiver with a perfect memory who "knows" all of logic and mathematics, and together with any class of empirical sentences, all their logical consequences" (Bar-Hillel, 1964, p. 224). An ideal receiver is, of course, a receiver and this is because Bar-Hillel propounds to treat its theory as an ideal pragmatics.

4.4.2.

If we do not refer information to a limited and controlled formal language (as Carnap, Bar-Hillel and even Hitinkka do), all that we could say on this domains is that linguistic communication is a particular case of an informational relationship. The difference between linguistic and non-linguistic infor​mation lies in the nature of the link between the mes​sage and the system of reference. In one case it is conven​tional and in the ot​her natural. There is a natural link of cause and effect between fire and smoke (taking the same exam​ple as Devlin, 1987). The link between spirals of smoke and the di​sinterrment of the battle-axe is conventional8.

4.4.2.1.

To be more precise, the difference lies in the result of an heuristic process of elimination which leads to linguistic inten​tion9.

4.4.2.2.

We can only communicate an intention and a meaning to one who is looking for intentions and meanings around him (as Bonsack, 1965 says).

4.4.2.3.

It must be said that the attri​bution of certain intention as well as intentionality to a message is always hypothetical, conjectural and theory-de​pendent. It depends, on one hand, on some assumptions, ana​lized by the philosophy of language, like the charity, coo​peration and racionality principles and on the other hand on the accepted natural laws (for eliminative purpo​ses).

4.4.2.4.

We send messages to space in forms that might look like mes​sages -and not just things- to a supposedly inte​lligent being. This attempt to escape from natural plane is carried out through impro​bability and redundancy. That is to say, we place material systems in states that would be highly improbable without the intention of doing so (for example, letters on a piece of paper) and we repeat these patterns to evade confusion with pure chance (there are im​probable configurations even within Nature, but they are not repe​ated precisely because of their improbability). This is what D.Hofstadter calls "frame message", whose function is to give in​formation on the message's intention of meaning (see Hofstadter, 1979, p. 160).

4.4.2.5.

But language not only communicates information on intentions but also on other systems. If redundancy reaches maximum level on behalf of the first function, it chokes the second one. A mini​mum of inflexion should be mantained to represent the system of refe​rence, to have meaning. The ba​sic raison d'être of the levels of redundancy that are measured empirically in natural languages is to mantain the balance necessary for the completion of the two functions in question: to give information on intention and to give information on a system of reference (intention + intentio​nality).

4.4.2.6.

As Mackay says, linguistic signs may also receive a non-lin​guistic interpretation. It is the way in which com​puters understand language. Then the emitter takes the place of the system of reference, as in the Shannon channels of communication, the received message informs about the emitted one (see 3.8.2. above).

4.4.3.

Information is also related with Knowledge (see above 2.2.5. and ff.), in a double way: information depends on previous receiver's knowledge (see Dretske, 1981, pp. 63-65; and 2.2.5.2., above), and knowledge is an effect of information, at least a change in R (Knowledge as edification, as is understood by Rorty) and at best a change in R in correspondence with a real state of affairs in S (Knowledge implying truth, as Dretske says). So, Knowledge itself can be viewed as a property of a subject (edification) or as a diadic relation between subject and object (correspondence). I Think that information requires, in some way, truth; but, frankly, I am not able to see clearly what could be the relationship between both. I do not think simply that misinformation is not information at all, like Dretske does (1981, p. 45; see also Barwise, 1986; Israel and Perry, 1988), but it probably depends on an error in identification of the system the message informs about, for example it could be information about an imagined object instead of a real one. Anyway, I agree with Dev​lin (1987, p. 5) when he sta​tes that, in a theory of information, "Truth will be a secondary no​tion". So in the present discusion I have tried to put the question of truth aside.

4.4.3.1.

From Dretske's position, a triadic relation is also needed: we have the message, the state of affairs the message informs about (remember the semantic nature that Dretske confers to information) and the "right recipient". Dretske defines information as "a commodity that, given the right recipient, is capable of yielding knowledge" (1981, p. 47). As for the question of truth, they can al​ways refer the measure of information to an ideal observer dealing with accurate suppositions, for example correct laws of lo​gic, mathematics or phy​sics. In any case, the measure of information is established by relation.

5. Where is bioinformation?
5.1.

In my opinion a relative notion and mea​sure of information could avoid the (pseudo-) problem of finding the "location" of information (and specially bioinformation), as we expect to show. The location of the information is a recurrent problem. It could be solved if one thinks about informa​tion, not as being previously present anywhere, but as being esta​blished by interectative relations.

5.2.

Let us examine two examples from this new angle:

5.2.1.

We sense that a record can give us information be​cause of its external appearance and its natural improbabi​lity. Hofstadter re​marks that if a musical recording had come to earth in record form when Bach was alive, in spite of our intuition, it would not have been understood, "but this does not disminish our convintion that the information was in principle there" (Hofstadter, 1979, p. 162). By un​derstanding 'information' as a relationship in the way I have suggested, one can maintain, that the in​formation that it could provide when perceived by the right recei​ver did not exist before they come into relation. The information on the record can​not be found like a type of hidden essence; it is the rela​tion that is esta​blished between the re​cord, as a message, the listener, as the re​ceiver, and a system of reference (which in this case, may be wit​hin the sentimental universe of the author or even of the listener himself, if we under​tand music as being a type of 'autoaesthesia'), so that the receiver's knowledge on the system va​ries in accordance with the message received.

5.2.2.

The functioning of any living system (or part of a living sys​tem) depends on various factors. For example, the three-di​mensional structure of a protein depends on the DNA that it is synthesized from, on the very "machinery" of the cell which carries out synthesis and on certain environmental factors. Any one of these factors (or any group of them) could have been treated as a message in informational analysis. The remaining factors together will be treated as a whole (receiver) which displays certain statistical regularities. Strictly speaking, one would have to say that the message is a well-defined part of the Uni​verse and the environment is the rest.

The thesis that it is possible, albeit in theory only, to measure absolute information calls for mataphysic assumptions, which could be called Laplacian, to be introdu​ced, since it is the same as the possible assessment of the absolute probability of an event (function or meaning) ocu​rring.

5.2.2.1.

What is the message and what the receiver, or what is the text and what is the context is chosen conventiona​lly but not arbitrarily. A message is usually defined as being a small factor of large specificity in relation to a given function and displaying a high potential for variabi​lity. The DNA which codifies a certain protein possesses these characteristics in relation to the function identi​fied with the synthesis of the protein in question, and the protein in relation to its biological function. In other words, the slightest modification in DNA is enough to des​troy the function of a protein. Such a result is unlikely to be brought about by a similar change in some environmen​tal factor.

5.2.2.2.

The information a given fragment of DNA on a protein obviously depends on its specificity, but only in relation to a certain receiver (see also Sattler, 1986, pp. 132-135). The probability of any given protein arising in a prebiotic environment (cf. Yockey, 1977; 1981), even in the presence of a specific DNA, is minimal. This proves that the information is not only relative to the genetic message and  the protein in question but also to the context or en​vironment in which it is given. The very structure of the cell conditions the informational relation. However, the process of regression need not to stop here. Let us take the example of a prebiotic environment containing more or less elaborated chemical components, with or without amino acids. The probability of the protein in question forming in the latter case is lower than in the former; we can constrain or not the range of temperatures within which synthesis takes place; we can determine or not the charac​teristic or the energetic flow, and so on. The calculation of the absolute information required to synthesize any gi​ven protein will be based on the calculation of the abso​lute probability of its ocurrence. In practise, this is im​possible to calculate and any theoretical calculation would require the assumption of absolute unanalysable minimum states.

5.2.2.3.

Therefore, information is not located before (nor after) triadic relation. Kampis and Csányi (1991), after revising different versions of automaton models of self-re​production, state that "It seems im​possible for all information to be contai​ned in the reduced ob​ject in any model under discussion: configurations always exploit fa​culties of an invisible uni​verse...One consequence is, that  we have to give up the idea of a complete localization of informa​tion" (Kampis & Csányi, 1991, p. 23). Even locally-distributed in​formation is not an answer, because information is not a stuff or a substance, but a relational property.

5.3.

On the other hand, any one fragment of DNA may, of course, produce information on more than one function (given the right receiver) and not necessarily the same quantity of it. For example, attempts could be made to cal​culate the amount of information of a fragment of DNA in relation to the transportation of oxigen. There would be a lot of information if the fragment were to produce (in the right environment) a protein which performs the required function, which is different from the production of a par​ticular protein. The difference lies in the fact that the same function can be performed by the variants of a pro​tein. The phenomenon of synonymia must not be discounted when calculations on information are being carried out.

5.4.

To all purposes, in the absence of connecting prin​ciples, the amount of information obtai​ned on a system at different levels ought to be considered as amounts of in​formation on different sys​tems (this make contact with the philosophical topic of theory reduction). If this was not the case, more information would supposedly be obtained on a living being knowing his state in the atomic sense than knowing his genetic makeup (see Atlan, 1972, pp. 65-74 and 1989). Information on the atomic state is not about the li​ving being per se, unless it can be linked to his functio​nal characteristics. In cognitive science it is a generally recognized fact that cognition must be studied at different levels (micro/macrocognition; cf. Sejnowski and Churchland, 1989, p. 302 and ff.).
Notes
1- For example: "It is so well known that this sequence [DNA] serves for the purpose of informa​tion storage that I do not have to enlarge of this fact" (Elsasser, 1975, p. 82; The author's italics). "Evolutionary progress has often been discussed in terms of acquisition of new genetic information" (Wad​dington & Lewontin, 1968). Dobzansky (1977, pp. 262, 313) uses the term "information macromolecules" without giving any explanation of it when referring to "the basic molecular cons​tituents of all living process". The rather intuitive idea that the phe​notype contains more information than the genotype has become widespread and has actually been used to question the application of Shannon's theory on bio​logical matters (Elsasser, 1975; Waddington, 1968).

2- For example in  Horgan and Tienson (1992) the concept of 'information' appears more frequently in the text, as well as 'language' and 'rule' (see also Hanson, 1990).

3- Riedl (1981), Lorenz (1973), Lorenz & Wuketits (1983), Wuketits (1989), Bateson (1989), Varela (1979), Maturana and Varela (1990), P.S.Churchland (1986), P.M. Churchland (1986), Dretske (1988), Popper (1984), Ruse (1986, ch. 5), Campbell (1974), Kornblith (1985), Piaget (1970) and neo-piagetians (Demetriou, 1988), Psycho​biology (Bond and Siddle, 1989), Evolutionary Psicho​logy (Horan, 1992, p. 97), Cognitive Ethology (Allen, 1992), Neural Darwinism (Edelman, 1987)... and, in general, there is a current tendency to naturalize epistemology (see, for example, Giere, 1988).

4- Hull (1974, p. 129) states that "There are not many trends discerni​bles in science, but one of them seems to be the shifting of key scientific concepts from the category of things and substances to the category of proper​ties, especially relational and organizatio​nal properties. Life is not more a thing than is time, space, gravity or magnetism". Perhaps the time is come to information shifts from thing to relation.

5-In a more coherent way than in the semantical infor​mation theories of Bar-Hillel and Hin​tikka, that con​sider self-con​tradictory statements to be maximally in​formative. A falsable statement must be differen​tiated from a fal​se one.

6- Prigogine and Nicolis suggest in that in speaking about improved adquisition and/or processing of free energy "Contact can probably be made  with Darwin's idea of the 'survival of the fittest', because a low rate of dissipation is likely to give to an organism a selec​tive advantage." (Prigogine and Nicolis, 1977, p. 434).

7- Man's acceptance of this idea is not unconnected with the relative increase in ecological awareness in our society.

8- Kampis and Csányi make difference between objective causal information and in​formation as knowledge: "We try to show that the paradoxical problems discussed have their origins in the definition of information. Machines and living things use information differen​tly, this necessitates a new concep​tion...Information cannot be objectively defined as know​ledge...to de​termine the real self-repro​ducing entity is sim​ply to create it directly. However, in the computer model discussed, to determine something was to describe it indirec​tely" (Kampis and Csányi, 1991, p. 25-8. See also Kampis 1990). I think that the notion of infor​mation seen here is formally coherent with both crea​tive and descriptive infor​mation, because both have the same structure; the difference lies in the na​ture of nexus, causal or conventional respectively. But let me emphasize that the causal nexus is not necessarily di​rect or strict. Between a direct or strict natural causa​lity and a purely con​ventional one there could be some gradual steps (see Millikan, 1989).

9- cf. Posner (1989, p. 14 onwards) for the cognitive importance of heuristic processes and the existence of non-linguistic semantic phenomena in cognitive systems.
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1For example: "It is so well known that this sequence [DNA] serves for the purpose of informa�tion storage that I do not have to enlarge of this fact" (Elsasser, 1975, p. 82; The author's italics). "Evolutionary progress has often been discussed in terms of acquisition of new genetic information" (Wad�dington & Lewontin, 1968). Dobzansky (1977, pp. 262, 313) uses the term "information macromolecules" without giving any explanation of it when referring to "the basic molecular cons�tituents of all living process". The rather intuitive idea that the phe�notype contains more information than the genotype has become widespread and has actually been used to question the application of Shannon's theory on bio�logical matters (Elsasser, 1975; Waddington, 1968).


2For example in  Horgan and Tienson (1992) the concept of 'information' appears more frequently in the text, as well as 'language' and 'rule' (see also Hanson, 1990).


3Riedl (1981), Lorenz (1973), Lorenz & Wuketits (1983), Wuketits (1989), Bateson (1989), Varela (1979), Maturana and Varela (1990), P.S.Churchland (1986), P.M. Churchland (1986), Dretske (1988), Popper (1984), Ruse (1986, ch. 5), Campbell (1974), Kornblith (1985), Piaget (1970) and neo-piagetians (Demetriou, 1988), Psycho�biology (Bond and Siddle, 1989), Evolutionary Psicho�logy (Horan, 1992, p. 97), Cognitive Ethology (Allen, 1992), Neural Darwinism (Edelman, 1987)...and, in general, there is a current tendency to naturalizing epistemology (see, for example, Giere, 1988).


4Hull (1974, p. 129) states that "There are not many trends discerni�bles in science, but one of them seems to be the shifting of key scientific concepts from the category of things and substances to the category of proper�ties, especially relational and organizatio�nal properties. Life is not more a thing than is time, space, gravity or magnetism". Perhaps the time is come to information shifts from thing to relation.


5In a more coherent way than in the semantical infor�mation theories of Bar-Hillel and Hin�tikka, that con�sider self-con�tradictory statements to be maximally in�formative. A falsable statement must be differen�tiate from a fal�se one.


6Prigogine and Nicolis suggest in that in speaking about improved adquisition and/or processing of free energy "Contact can probably be made  with Darwin's idea of the 'survival of the fittest', because a low rate of dissipation is likely to give to an organism a selec�tive advantage." (Prigogine and Nicolis, 1977, p. 434).


7Man's acceptance of this idea is not unconnected with the relative increase in ecological awareness in our society.


8Kampis and Csányi make difference between objective causal information and in�formation as knowledge: "We try to show that the paradoxical problems discussed have their origins in the definition of information. Machines and living things use information differen�tly, this necessitates a new concep�tion...Information cannot be objectively defined as know�ledge...to de�termine the real self-repro�ducing entity is sim�ply to create it directly. However, in the computer model discussed, to determine something was to describe it indirec�tely" (Kampis and Csányi, 1991, p. 25-8. See also Kampis 1990). I think that the notion of infor�mation seen here is formally coherent with both crea�tive and descriptive infor�mation, because both have the same structure; the difference lies in the na�ture of nexus, causal or conventional respectively. But let me emphasize that the causal nexus is not necessarily di�rect or strict. Between a direct or strict natural causa�lity and a purely con�ventional one there could be some gradual steps (see Millikan, 1989).


9cf. Posner (1989, p. 14 onwards) for the cognitive importance of heuristic processes and the existence of non-linguistic semantic phenomena in cognitive systems.








