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Abstract
Information, more than a unitary concept, is a family of different measures and notions not clearly connected, and the relations between information and other surrouding notion (like knowledge, form,  informational and thermodynamical entropy, correlation, meaning, order or complexity) are also in need of clarification. The measures of information used are normally interpreted as measures of potential information, structural complexity or thermodynamic order; they are unable to discrimitate functionality or semantic content. I hope that the following discussion will contribute to this task.

Information can be viewed, and has historically been viewed, as a thing, as a property of a thing or as a relation between two or three elements. The purpose of this paper is to defend that a general concept of information must treat it as a triadic relation. The reasons are that taking information as a triadic relation makes it possible to produce a general measure information, to integrate the specific uses and measures of information into a single framework, and to clarify the relations between information and other surrounding concepts, as well as to dissolve the recurrent question  of information's location.

2. Information as relation

In the following pages, I shall try to argue in fa​vour of in​formation conceived as rela​tion. I shall try to show, howe​ver, that a triadic relation is needed.  The argument in favour of that possition is that it enables us to propound a general measure of information and to accomodate and relate the different measures and notions of information. Some pre​cedents to this idea can also be quoted:

Information (I) therefore, implies a relation between:

i) a message (m) which may be any event, linguistic or other​wise;
ii) a system of reference, (S), which the message informs the receiver about and

iii)  a receiver (R).

 The receiver is a formal scheme hold by a concret subject (a computer, a human being or other living system, an ecosystem...). A subject, of course, could take more than one receiver and use them alternatively (playing with different hypotheses) or successively (because of learning, for example), and some elements that enter in one informational relationship could take part in another one playing a different role.

It may seem surprising that the emitter or source is not men​tioned, but that is because he becomes S if the in​formation that R receives through m is about the emitter itself. On the other hand, in determining intented meaning, the emitter acts as a virtual receiver, and, finally, there is often no specific emit​ter in non-liguistic contexts.

Another relevant point is the fact that a message gi​ves in​formation on a system, that is to say, on its possi​ble states and not only on one of them. If a message incre​ases the estimated pro​bability for a state in the system, it obviously decreases that of the rest.

Most of the conceptual problems concerning informa​tion stem from ellipsis. The information of a message is often spoken about without any reference being made to a receiver or a referential system, even though there is the implicit suggestion that there is one. The information is always, as it were, functional, transi​tive, pragmatic. The mes​sage al​ways refers to something, otherwise it is not a mes​sage, it always informs a receiver on so​mething, otherwise there is not such information.

Factors that condition information are often confused with information itself. This is the case of the formal characteristics of the system of reference or of the message or of the system the latter belongs to. The correla​tion between the information-giving message and the system about which is given also affects the amount of information that the one can produce on the other, but neither this co​rrelation nor form constitute the information it​self.

The relation between these three elements (m, R, S) is in​formative when it brings about a change in the knowledge that the receiver had of the system of reference.

By 'knowledge' we understand the distributions of probabilities of the possible states of the system of reference hold by the receiver.

We can describe information, I, as a re​lationship between a message, m, a receiver, R, and a system of reference, S. Belonging to this relation will be the triads formed by a message, a receiver and a system of reference in which the message received brings about a change in the receiver's previous knowledge on the system of reference. Information implies a change in knowledge, therefore the amount of information depends also on the receiver's previous knowledge. Moreover, the more probable an alternative is to a receiver, the more information it receives when another occurs.

  Information can be measured by the effect it produ​ces, that is, by the change in the recei​ver's knowledge on the system of re​ference. We will later attempt to develop such a measure.

3. Measuring Information as realtion
In accordance of the concept of information above mentioned, I shall try to establish a general me​asure of information. By measuring the change in knowledge caused by a message m, a correct indication of the amount of information received by R on S can be found.

The basic requirements that we can demand to such a measure are: that it would be in accordance with our intuitive notion of information and coherent with the better theory of syntactical information we have, i.e., the Shannon's one.

The main thesis is that information can be considered a (functional or pragmatical) re​lationship between a receiver R, a message m and a system of reference S.

A message, mji, is an element of a set of alternative messa​ges, mj.

mj={mj1,mj2,...,mjn}
S can be any system. (={s1,s2,...,sq} is a set of al​ternatively accesi​ble states of S.

R is characterized by:
A) a set of  (a priori) probabilities associated with the diffe​rent alternative states of the referen​cial system:
P(s1),...,P(sq),

being (kP(sk)=1
B) a function assigning a (a posteriori) probabi​lity,  P(sk|mji), to each pair <mji,sk>; being (kP(sk|mji)=1.

Information of m-to-R-about-S, can be measured, then, ta​king into ac​count the diffe​rence, D, between the probabi​lities be​fore - P(s1),...,P(sq) - and after - P(s1|mji),...,P(sq|mji) - the reception of the message:
D(mji,R,S)=(k (P(sk)-P(sk|mji)(
Accordingly, the proposed measure of (functional or semanti​cal) information is:
I(mji,R,S)=-log (1-(D(mji,R,S)/2))
It is possible to find the average of information from mj-to-R-about-S on weighting the information that each mji carries with its frequence:

I(mj,R,S)=(iP(mji) · I(mji,R,S)
It is possible to prove that:
0(D(2.

In consequence:

If D=0, then I=0;

If D=2, then there is no real value to I;

If 0<D<2, then I tend to ( when D tend to 2.
D=0 means that there is no change in R's knowledge on S in spite of receiving m. In this case it is logical that I equals zero.

D=2 is only produced if m informs on something happening that R previously considered to be impos​sible (the system is in a state whose prior probability  was zero).  In this case, I has no real value. This si​tuation must be considered as an indication of that a ra​dical restructure of the subject's spectatives is required. The receiver used until now by the subject has been broken an the use of an alternative receiver is in order. So we could now assess the quantity of information in relation to a (meta-) receiver dealing with second order alternatives. For example, a statement that you consider impossible from a literal point of view invites you to change to a metaphoric key.

The great importance of this case consists in that in all learning process (biological and cultural evo​lution, piagetian development of cognitive structures, kuhnian dynamics of scientific theories...) seems to appear two different kinds of change: acumulative or gradual (assumed inside the limits of a receiver) and reorganizative or saltational (requiring a radical change). I think that this measure of information could help to capture formally this intui​tion.

In the rest of the cases, I tends to ( if D tends to 2. This me​ans that the greater the number of possible states of the system there are, and the greater the contradiction of the previous con​victions of R (without reaching the point of D=2), the greater I will be (see Figure 1)

These results are coherent with our intuitive notion of informa​tion.

On the other hand, if mj((, then
I(mji,R,S)=-logP(mji)
I(mj,R,S)=-(i P(mji) · log P(mji),

i.e. under certain res​tricted conditions (mj((), I(mji,R,S) and I(mj,R,S) yield the same outcomes as the standard shannonian formu​las:

I(mji)=-logP(mji) and H(mj)=- (i P(mji) · log P(mji).

For Shannon's sources of information:

I(mji,R,S)=I(mji)

I(mj,R,S)=H(mj).

Therefore, our measure of information is not an al​ternative to Shannon's: it is only more general (Shannon, C. and W. Weaver: 1949, Mathematical theory of communication, University of Illinois Press, Urbana, p. 26).

In the clasical theory of information the information produ​ced by an event is measured by its probability:

I(si)=-log P(si).

But is it possible to reduce that to a three-element frame​work? what does si give informa​tion about? We may con​sider that the classical theory of information deals with systems that give information about themselves to receivers of the following type:
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In this case,
D(mji,R,S)=2-2P(sk) 

taking into account that,
(kP(sk)=1 and (kPmji(sk)=1

therefore:
P(sk) = 1-(D(mji,R,S)/2) 

Whence:

I(mji,R,S)=-logP(sk)

I(mj,R,S)=-(kP(sk) · logP(sk).
In consequence, a reinterpretation of Shannon's en​tropy in terms of the present measure of information can be gi​ven.








q=n





sk(mji iff. k=i





P(sk)=P(mji) if k=i





P(sk|mji)=1 iff. k=i
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