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Abstract Information has been a central concept for conteamyowork in the
biological sciences (and other sciences) espeddlér the publication of Claude
Shannon and Warren Weaverie Mathematical Theory of Communicatiam
1949. In fact, the pervasiveness of Shannon’s inétion theory—as well as of
the very terms themselves—becomes evident wheriatkes a moment to reflect
upon just a few of the concepts that are standatbld biomedical sciences, such
as geneticcode messengeRNA, ion channe| cell signaing, intracellularcom-
munication signal transduction, pathogetransmission positive feedbackloop,
expressivenoise minimization, and many others. In this chapter fikgt give a
historical introduction concerning the concept aadure of information, with a
special emphasis upon the biological sciences. Tlerprovide a few important
examples of information at work in the biologicalences. Next, we consider the
debate regarding the reality and nature of biomfation, arguing that bioinfor-
mation is best understood as a relationship betweefor among entities; for in-
stance, DNA is informational only in relation tayaven cellular context, and it is
misguiding to locate information in a particular lexule. We then go on to show
how bioinformation relates to other concepts suxlerdropy, order, organization,
complexity, and knowledge. Finally, we approachaadion itself as an informa-
tional process in order to draw some consequerncehd teaching of biology.

1 Introduction

Life, too, is shaped by information. All living @tures are information-processing
machines at some level...
Charles SeifeDecoding the Universe

Why does information matter in the teaching of bgy? How can the biology ed-
ucator benefit from the philosophy of biology readjag information? These are
the two basic questions that we explore in thiptéa



1.1 Information is Pervasive in Biology

Concerning the first question above, the concefofmation is important in the
teaching of biology simply because it is integ@lhe biological sciences them-
selves. Charles Seife (2007) is correct above fimgahat “all living creatures are
information-processing machines at some level,” imfarmation has been a cen-
tral concept for contemporary work in the biologiseiences (and other sciences),
especially since the publication of Claude Shanand Warren Weaver'sThe
Mathematical Theory of Communicatian 1949 and the discovery of the genetic
code around the middle of the"6entury by Marshall W. Nirenberg and cowork-
ers, who won the Nobel Prize in 1968 “for theireimretation of the genetic code
and its function in protein synthesis” (NPO, 2012) fact, the pervasiveness of
Shannon’s information theory—as well as the veryntethemselves—becomes
evident when one takes a moment to reflect upongusw of the concepts that
are standard in the biomedical sciences, such astigeode messengeRNA,
ion channe] cell signaling intracellular communication signal transduction
pathogertransmissionpositivefeedbackoop, expressivaoiseminimization, and
many others. Biology has developed what we mightarainformational para-
digm This is a fact.

One may take a positive or a negative view reggrthis fact, or even remain
indifferent; indeed, all these positions are présercontemporary literature. But
this leaves the fact unchanged. And this fact iparant, for teaching biology
cannot be achieved without a reflective and ciiticalerstanding of informational
concepts.

There is, moreover, another reason why the conmfepiformation should in-
teresteveryteacher: the educational process itself may bsidered an informa-
tional relationship existing between and among ipleltminds engaged in com-
municating, processing, and learning.

1.2 Philosophy of Biology and Information

These considerations lead us to the second qugsteed above: How can the bi-
ology educator benefit from the philosophy of bgploregarding information?
Stated in another way: What does the philosophlyi@bgy contribute regarding
the concept of information and its relationshighe biological sciences?

The word philosophycomes from two Greek wordghilos deriving from
philein, “love,” and sophosmeaning “wisdom.” Love here means something like
an intense desire for something, while wisdom guably a kind of knowledge
gained from experience, whether this is practicglegience (gained from living
life with all of its ups and downs) or theoreti@{perience (gained from under-
standing, evaluating, critiquing, and synthesizideas, positions, and concepts).



Ever the theoretician, the philosopher has alwaenhthe person who not only
desires to look deeper into some claim, idea, aegunpevent, or state of affairs by
questioning assumptions and challenging statustiyju&ing, but also attempts to
explain and systematize aspects of reality aspeirseived. In Bertrand Russell’s
(1912/1999) words, which are appropriate givenrtaeire of this book, “Philoso-
phy, like all other studies, aims primarily at kledge. The knowledge it aims at
is the kind of knowledge which gives unity and systto the body of the sciences,
and the kind which results from a critical examioatof the grounds of our con-
victions, prejudices, and beliefs” (p. 9).

The wordbiology comes from two Greek words as wdilos meaning, “life”
andlogosmeaning, “word” or “rational account.” Thus, bigis the kind or type
of rational account (or science) that studies lflajch most of us already know.
Whereadiology can be characterized as a set of sub-discipliheshblogical or
life sciences) under science, the concern of whicludes the description, classi-
fication, analysis, explanation, prediction, antinuhtely control of living things,
philosophy of biologyan be characterized as a sub-discipline of piybg, the
concern of which is the meta-leveled attempt onplag of philosophers, biolo-
gists, and other thinkers to understand, evalaaig critique the methods, founda-
tions, history, and logical structure of biologyrilation to other sciences, disci-
plines, and life endeavors so as to better clatfiy nature and purpose of
biological science and its practices (see Ayala &,A2009; Rosenberg & Arp,
2009; Rosenberg & McShea, 2007; Ruse, 2008; S&B8R).

Now, the epistemological, computational, linguisénd logical aspects of in-
formation have been dealt with extensively in tinlgsophical tradition. When
the use of informational concepts was extendeddiody, philosophers immedi-
ately began to react, reflect, ruminate, and eidinule, so we can expect major
contributions from the philosophy of biology.

Specifically, we expect this discipline to helpurglerstand the meaning of the
different versions of the concept of information-pesially bioinformation—
from historical as well as from contemporary pecsipes. Philosophy of biology
also contributes to clarifying the scope of the abaformational terms in biolo-
gy, that is, whether they are used metaphoricailyg linguistically instrumental
way, or in such a way as to capture the real, dl@spects of living things. If
the philosophy of biology can offer no definitivasaver to this issue of scope, it
can at least make us aware of the problems andeettsat they are clearly posit-
ed.

Furthermore, the philosophy of biology also helps ¢ducator understand the
complex relationships existing between differentaapts that have a great pres-
ence in the biological literature. We refer here¢h® concept of information itself
and to others such &srm, correlation, order, organization complexity meaning
knowledge andentropy to name just a few. The concept of entropy is nsed
standardly when discussing protein synthesis ituleel functions, for example,
and since this kind of entropy—known 8kannon entropy-quantifies the ex-
pected value of the genetic information containedhie messages delivered be-



tween and among various mMRNA molecules so thaepratynthesis may occur,
we can see how a clear understanding of the cancépnformation and entropy,
as well as their relationship to one another, iied for the biology educator if a
robust explanation of protein synthesis is to befpward (Ewens, 2010; Collier,
2003; Brooks & Wiley, 1988; Weber, Depew & Smit®88; Wicken, 1987).

Philosophers of biology also make contributionshi® problem of théocation
of information. For example, we often wonder whikegeditary information is to
be found. Seemingly in the genes and the configuradf codons and switches
(SEEIBUNERERSNGItm<); but there is no doubt tha epigenetic level is also im-
portant for the development of the organiSHINGHETUNISVOIUME), as is the cel-
lular cytoplasm, the configuration of tissues, tihganism itself as a whole and, in
general, the environment. We sometimes speak ofrirdtion as if it resided ex-
clusively in the genes, but on other occasions pealk of it as if it were present
everywhere. In short, all these questions comeptay in the teaching of biology,
and in all of them, the philosophy of biology candf help, as we shall see.

Finally, the biologist—qua educator—may be interested in the informational
aspects of the educational process itself. Forttitie, valuable contributions may
also be expected from the field of philosophy, esily the philosophy of educa-
tion, as well as from communication theory, lingigis, psychology, sociology,
anthropology, and other related disciplines.

1.3 Outline of the Chapter

The underlying viewpoint in this chapter is thaddking biology cannot be
achieved without a reflective and critical undemngliag of informational concepts.
So we begin in Section 2 by looking at the différeays in which the concept of
information was historically understood up to tl5Qs, when it began to make its
presence felt in the life sciences. Next, in SecBpwe examine the influence that
the informational paradigm has had in the differ@mtas of life sciences, such as
genetics, cell biology, neurobiology, and ecolobgtadies. Here, we provide sev-
eral standard examples of information processiniying systems.

Once the apparent pervasiveness of informatiomadstdnas been demonstrated
through examples from different areas of the Id&sces, in Section 4 we then
examine some of the debates to which this pervasis has given rise. In the
first place, there is an argument on the adviggbdf using informational con-
cepts in biology, with some researchers maintairtimat informational jargon
should be kept out of the life sciences, while mthe@rgue that the informational
perspective is indispensable for understandingobiohl phenomena. Second,
those authors who accept the informational pergpeets legitimate continue to
debate about its possible interpretation: for samfeymational concepts must be
taken as metaphors in biology; for others, theyehavmerely instrumental use;
while still others consider information to be alraad substantial aspect of living



things. Finally, there is an argument concernireguéry nature of bioinformation,

which may be considered as a thing, a property melationship. We think that

bioinformation is best understood as a relationblefwveen and/or among entities;
for instance, DNA is informational only in relatiom a given cellular context, and
it is misguiding to locate information in a part@umolecule.

In Section 5, we turn attention to the relationshgiween the concept of in-
formation and related concepts that are integréthédife sciences, such as entro-
py, organization, complexity, and knowledge, aslaelthe problem of the loca-
tion of information in living systems. In Section Wwe offer some final thoughts
concerning the philosophy of education in lightidbrmation existing as a rela-
tional and informing phenomenon. Our hope is that information we provide
aboutinformation in this chapter will be helpful forddogy educators.

2 From Information to Bioinformation: A Historical Overview

The English wordnformationderives from the Latin nouimformatio, which can
mean, “representation,” “idea,” or “explanation.Isa, the Latin verlinformo can
mean, “to sketch,” “to draw,” or “to represent” sething as well as “to give
shape or form” to something. In ancient times,téren was used in both everyday
and learned discourse, as for instance, in the svofkVirgil, Cicero, Tertullian,
and Augustine of Hippo (Capurro, 1978; Floridi, 30@011). It was used in dif-
ferent domains: ontological (“to shape somethingfistemological (“to become
acquainted through the sensorial or intellectua¢péion of a form”), pedagogical,
and moral (“to instruct,” “to form”). But it was mohe object of any special philo-
sophical reflection.

During the Middle Ages, the veibformoand its derivatives were incorporated
into philosophical language from Scholastic disseuT hroughout this period, the
verb retained its ontological, epistemological,aditic, and moral connotations as
well as its active sense, whereipjormatio was an action rather than a thing. It
referred to the action of shaping and its resuterestingly enough, the great me-
dieval philosopher and theologian, Thomas Aquida®%-1274 CE), used infor-
mation to refer to the act of shaping/forming atedresult when he defingoker
modum informationisa natural biological process whereby a livingighbegins
to exist. Also in connection with biological domsjrwe can refer to Marcus Ter-
entius Varro (116-27 BCE), who describes the dgumknt of a fetus as a process
of information, whereby it is “shaped” or “informedinformatur) (Capurro &
Hjarland, 2003).

During the 14 and 1%' centuries, the use of the wardormationspread into
European languages from French. At that pamtestigation education andin-
telligencewere added to its traditional meanings. Howeved perhaps because
of the rejection of Scholastic terminology, fronethoninformationceased to be a
philosophical term, and others, suchirapressionidea, andrepresentatiorcame



into play, especially when discussing mental forofisinformation. Descartes,
Locke, Hume, Bacon, Kant, and other modern philbsop did not think of their
philosophy in terms of information, and in the fplaces where we find a word
that derives from the terimformation it came to be understood as an idea or a
representation inside the subject's mind. In haadjue,Alciphron (1732/1901)
George Berkeley (1685-1753) has Euphranor clainove information upon all
subjects that come in my way, and especially uposd that are most important”
(Dialogue 1, Section 5). Modefidea-ism—that is, the preference for philosophiz-
ing about ideas rather than things—is clearly eslab this change from the view
of information as an action to an idea (Collins589Musgrave, 1993). Interest-
ingly enough, Thomas Reid (1710-1796), one of thth@s who most bitterly
criticized the moderidea-ism—the “theory of ideas” in his own terms—was also
one of the few who used the temmfiormationprofusely. In Reid’$nquiry into the
Human Mind on the Principles of Common Se(is4), the term appears no less
than fifteen times in different contexts and witharied meanings, frequently in
connection with the ternknowledge and even sometimes in connection with
terms such a@put, artificial language sign, receive perception and channel
(Reid, 1764/2001, pp. 48, 53, 61, 64, 103, 117-123)

It was during the 19 century that the terimformationgrew in importance, to
the point of acquiring a crucial place in contengwgrculture. It was bound up
with the expansion of communication technologiesgshsas the telegraph, and
with the use given to it in military intelligencersice (Adriaans & van Benthem,
2007; also the papers in Davies & Gregersen, 200t)s, information acquired a
great economic and political value. A 1902 issudtoé Economistfor example,
notes that the telegraph has “taken the placeeofthbassador” whose “business
[...] undoubtedly is to collect informationThe EconomistL902, p. 1881).

Since then, mathematical theories of communicat@ve been developed that
seek to facilitate the transmission of the greatesbunt of information at the
lowest possible cost, in the shortest possible,tamd with the maximum security.
After World War I, these developments acceleratethks to the progress of in-
formation technology. The linking of communicatiand computation, and the
growth of their social presence, has done the Assa result, the terimformation
currently occupies a central place in ordinary sheagnd in almost all sciences
and disciplines, from communications to computéersme, statistics to systems
theory, and criminology to cytology (Miller, 20053eife, 2007; Floridi, 2003,
2007, 2011; Gleick, 2011).

2.1 The Shannon Model of Information

The unavoidable locus for the theory of informatisnthe classical work by
Claude E. Shannon and Warren Weaver (1949). Howdherterminformation
does not even appear in its titlhe Mathematical Theory of Communicatidine



expressiontheory of informationprobably comes from an article by Ralph Hart-
ley (1928) entitled, “Theory of Information Transsion.” Although Shannon fo-
cuses attention on communication, we should unaedsthat his theory deals spe-
cifically with the communicatiomf information The explanation of this concept
given by Warren Weaver is still very useful:

Information must not be confused with meaning... €shre, this worthformationin
communication theory relates not so much to whatdmsay, as to what yotouldsay.
That is, information is a measure of one’s freeadrwhoice when one selects a message.
If one is confronted with a very elementary sitaatwhere he has to choose one of two
alternative messages, then it is arbitrarily shid the information, associated with this
situation, is unity|[. ;] The amount of information defined, in the simplest cases, to be
measured with the logarithm of the number of atdélahoices. (Shannon & Weaver,
1949, pp. 8-9)

More specifically, the transmission of informaticoncerns the reduction of
statistical uncertainty in the communication betwedeansmitter and receiver
(Cover & Thomas, 2006; Yeung, 2006; West & Tur@06). In this way, the in-
formation of a message is measured by a probabifigtction, [(m;) = -logP(m),
where I(m) is the information attributed to a message Im consequence, the
amount of information generated by a source of agss is measured by this
formula: H(M) = 2; P(m) ¢ log P(m). This magnitude is also called tbetropyof
a source. The name “entropy” was chosen by Shammattention to the formal
similarity between this formula and Boltzmann’srfada for thermodynamic en-
tropy. We shall return below to this point anddtsceptual implications. Another
way to think about this is that a message is in&dive insofar as it reduces the re-
ceiver’s uncertainty about some state of affaird emmmunicates something new
to the receiver. So, if someone learning Englistttie first time did not know that
the wordpsychologybegins with an “s” sound, rather than a “p” south@n con-
veying that message to that person would be infovena

Shannon identifies the elements that comprise timantunication of infor-
mation processes. He represents them by means dligdgram in figure 1, which
is our rendition of it (Shannon & Weaver, 19493g). Shannon’s objective was
to apply his theory to technical systems of comroaition, such as a telephone or
a telegraph system. For this reason, his diagratudes a transmitter and a re-
ceiver. The function of the transmitter is to tfanm the original message—or in-
stance, a sequence of letters—into a signal seit&n transmission over the
channel. Shannon defines a channel as a “pair r@lswa coaxial cable, a band of
radio frequencies, a beam of light, etc” (p. 34)r Fs part, the receiver performs
the inverse operation of that which is performedHtry transmitter. But, we could
devise diagrams with more boxes, depending on #iare of the problems to
which we are applying the theory (see, for exampleles, 1972). In Shannon’s
diagram, the functions of encoding and decodingntiessage are performed by
the transmitter and the receiver, respectively,vbeitcould design new boxes for
an encoder and a decoder.
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Figure 1: A Rendition of Shannon’s Diagram

It is possible to construct simpler diagrams withmore than three elements: a
source or emitter, a channel, and a receiver. Aed¢an even adopt an abstract in-
terpretation of Shannon’s theory free from spatigieral connotations. In this re-
gard, Abramson (1963) interprets an informationnciegh as a simple mathemati-
cal relationship between the probabilities of tvaissof symbols. A channel of
information consists only of an incoming alphalaet,outgoing alphabet, and a set
of conditional probabilities. For instance, fgpis the probability of receiving the
symbol b, if & were emitted. Here, a source of information idarmer imagined
as a dimensiondlox It is an abstract entity comprising a set of sgtaland their
corresponding probabilities (Cover & Thomas, 200&ung, 2006; West &
Turner, 2006).

2.2 Problems to Understand and Overcome

As Shannon himself warns, there are more problemarding the concept of in-
formation than those that his theory deals withotdder to organize the many in-
formational problems, we can follow the threefolldssification suggested by
Weaver (Shannon & Weaver, 1949, p. 31).

First, there argechnical problemgoncerning the maximum amount of infor-
mation a message can convey. These concern thstisthtregularities of the
source, such as the internal structure and constraf the messages, together
with the conditions of noise and equivocation of thannel itself. Given these
conditions, we ask: “What is the best possible iguméition of the message?” That
is, which configuration optimizes the balance bemvéength and reliability of the
message. Thus, we have problems aymtacticlevel, of the type dealt with by
Claude Shannon’s mathematical theory of commuminatiet us add that the
measure of complexity proposed by Andrey Kolmogofb®03-1987)—namely,
the measure of the computational resources negessapecify an object, or what



has come to be known as tielmogorov complexity-remains also at the syntac-
tic level (Kolmogorov, 1965; Solomonoff, 2003; Li\&tanyi, 1997; Grinwald &
Vitanyi, 2003).

Second, there exisemantic problemthat concern the meaning and theoretical
truth of the messages, and the correlation betvtleermessage and some other
thing. Weaver makes it clear that Shannon’s theogs not seek to explain prob-
lems at this level or at the next one. In the fagt decades, several theories have
appeared that do deal with semantic aspects ofniration (Barwise & Seligman,
1997).

Finally, there ar@ragmatic problemsoncerning the efficiency of the message
to modify the receiver's behavior. Weaver says, tlée effectiveness problems
are concerned with the success with which the ngacdnveyed to the receiver
leads to the desired conduct on his part” (p. ®)iblogical terms, we find here
the functional aspects of information, its abilityaffect the receiver’s behavior in
a functional or adaptive sense.

More recently, Luciano Floridi (2007, 2011) distinghes between information
asreality, informatioraboutreality, and informatioffior reality, and it is tempting
to correlate these categories with Weaver’s lev@fsthe syntactic level, what we
study is information as reality, that is, the pndigs of the message itself. On the
semantic level, we deal with information about itgabr what a message tells us
about another part of reality. On the pragmatielewe observe the capacity of a
message to alter reality. This is like saying thatobserve the message as infor-
mation for (making or modifying) reality. A varietf approaches have arisen to
address the syntactic, semantic, and pragmatidslexfeinformation (Shannon,
1993; Landauer, 1996; Winder, 2012). However, oainninterest here is bioin-
formation, and so our concern is mainly with pragmar functional problems.

3 The Many Faces of Bioinformation

One of the earliest links between information aialdgy in the 28 century oc-
curs in August Weismann’s 1904 bodikje Evolution TheoryWeismann, 1904;
Maynard Smith, 2000). In an important paper oves baondred years later, Art-
mann (2008) affirms the central role of bioinformat and his ideas are worth
quoting at length:

The most remarkable property of living system$iértenormous degree of functional
organization. Since the middle of the twentiethtagn scientists and philosophers who
study living complexity have introduced a new cqtda the service of explaining
biological functionality: the concept of informatig...] Let us adduce some of the highly
controversial theses that the proponents of biolldnformation theory claim to be true:
In moleculargeneticsa set of rules for transmitting the instructiémsthe development

of any organism has been discovered that is mgsbppately described as a genetic
code. The main research problermdef/elopmental biologg how the decoding of these
ontogenetic instructions depends upon changingheimécal contextdNeurobiology
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cannot make decisive progress before neural cbaésite needed for storing, activating,
and processing simple features of complex cognigpeesentations are discovered.
Ethologyis a science of communication since it studiesatenishing variety of
information-bearing signals, whose transmissiontmapbserved, for example, in social
insects, birds, and primates. Information-theoa¢tionsiderations are also of great
importance tevolutionary biologymacroevolutionary transitions—from co-operative
self-replication of macromolecules, to sexual réfjpiaion, to human language—
established more and more complex forms of natofaimation processing. If all these
claims prove true, the following answer must beegito the old problem of defining life:
life is matter plus informatian(pp. 22-23, italics added)

Consistent with Artmann’s claims, since the 193@s motion of information
has become increasingly important in most fieldbiofogy (see Paton, 1992). It
has even been used to define life itself (see Tid®95, pp. 124-127; Kuppers,
1990, 2000, p. 40; Ruiz-Mirazo & Moreno, 2011). Tiielogical sciences have
adopted a theoretical stance derived from inforomatheory. This perspective
holds that all biological processes involve thensfar, processing, or storage of
information, and has been referred tdasnformational equivalencm a famous
paper by C.1.J.M. Stuart (1985; Burian & Grene, 2,99 6).

A glance at the current bibliography will suffice show that, since Stuart’s
1985 paper, the use of the concept of informatiohiology has become wide-
spread (for a historical perspective, see Kull,22438so Queiroz, Emmeche, & El-
Hani, 2007; Jablonka, 2002; Artmann, 2008; Coll2&07). In molecular biology,
biomolecules are considered to contain informagiod are the result of informa-
tional processes (Holzmiller, 1984). In genetigseemlly, biological thinking is
shaped by the idea of information transfer (Bra2@05; Kjosavik, 2007), while
in developmental biology and aging, much is saiduatthe expression of infor-
mation and phenotypic information (Waddington, 19€8/ama, 2000; Atlan,
1972, p. 96; Peil, 1986). In cell biology, tissuelbgy, zoology, and botany, we
study different ways of communicating informatiotithwchemical, neuronal, or
linguistic bases (Albrecht-Buehler, 1990; Marijud891; Stegmann, 2005; Pfeif-
er, 2006). In ecology, the concepts of complexityl diodiversity are closely
bound up with information through notions of enty@nd order (Margalef, 1968).

In neurophysiology and endocrinology, the studycofmmunication, storage,
and processing of information is central, as aeevirious electric and chemical
codes (Baddeley, Hancock, & Féldiak, 2000). The imen system is also re-
searched in terms of knowledge understood as irgtiom, both acquired and ac-
cumulated (Forrest & Hofmeyr, 2000). Evolution,rfrahe origin of life onward,
is thought of as the accumulation of informationnracromolecules (Elsasser,
1975; Kiuppers, 1990; MacLaurin, 1998; Moreno & RMizazo, 2002; for infor-
mation and the origin of life, see Yockey, 19778192005). The latest research
into the human genome, and the genomes of othan@ms, has required the ap-
plication of powerful methods of computation, cléisation, and querying of data
and information, and this coming together of dibogs has given rise to what is
known asbioinformatics(see Arp, Smith, & Spear, in preparation; Nishikaw
2002).
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The concept of information, however, is also cdnvaepistemology and the
cognitive sciences and, as several research progearare attempting to link the
cognitive phenomenon with its biological basisw@uld be desirable to have one
general concept of information that could be apgfiie to both cognitive and bio-
logical contexts. Examples of such programs incledelutionary epistemology
along the lines of Lorentz and Wuketits (1983) opper (1990), Piagetian epis-
temology (Piaget, 1970), psychobiology (Bond & $&1d 989), evolutionary psy-
chology (Horan, 1992), cognitive ethology (Allen99P), neural Darwinism
(Edelman, 1987) and, in general, a widespread cuteadency to naturalize epis-
temology (Giere, 1988). An analogy could be drawtwieen the programs of arti-
ficial life, computational science, and the sodelences, where the confluence
with biology is evident and the need for a commonaoept of information is ur-
gent.

Below are a few more-detailed examples of infororatt work in the biologi-
cal sciences at various levels. As we hope to dstrae, many basic life pro-
cesses—from the molecular foundations of inhergatacthe behavior of higher
organisms in relation to their environments—aré&-sgejanizing processes of stor-
ing, replicating, varying, transmitting, receivirayd interpreting information.

3.1 Genetic Information

In general, biologists and other researchers wiszrie biological phenomena
are aligned with Mayr (1996) in his descriptiona@fjanisms as “hierarchically
organized systems, operating on the basis of lésdbyr acquired programs of in-
formation” (Yockey, 2005; Terzis & Arp, 2011; Gould002; Bogdan, 1994; Boi,
2011).

The “programs of information” part of Mayr's degation of organisms above
is what is significant for us here. But what ddas tmean? As most people know,
a geneis a functional segment of deoxyribonucleic addNA) located at a par-
ticular site on a chromosome in the nucleus o€ellls. DNA and ribonucleic acid
(RNA) are composed of nucleotides that specifyaheno-acid sequences of all
the proteins needed to make up the physical chaistits of an organism, much
like a cryptogram or code. This genetic code cangif specific sequences of nu-
cleotides that are composed of a sugar (deoxyribo&NA, ribose in RNA), a
phosphate group, and one of four different nitregentaining bases, namely, ad-
enine, guanine, cytosine, and thymine in DNA (Uregplaces thymine in RNA).
These four bases are like a four-letter alphabt, teplets of bases form three-
letter words orcodonsthat comprise the “program of information” whidtenti-
fies an amino acid or signals a function.

DNA is the template from which RNA copies are malolat transmls genetic
information concerning an organism’s physical aethdvioral traits (phenotypic
traits) to synthesis sites in the cytoplasm ofdbk mMRNA takes this information
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to ribosomes in a cell where amino acids, and fiveteins, are formed according
to that information. The proteins are the so-cabhedding blocksof life, since
they ultimately determine the physical charact®ssof organisms (Boi, 2011;
Carroll, 2005).

Two significant processes utilized by researchieas have contributed to, and
continue to contribute to, our understanding of glemetic code argenetic se-
guencingand genetic annotationGenetic sequencing refers to the methods and
technologies used since the early 1970s to deterthia specific order of the ba-
ses in a molecule of RNA (adenine, guanine, cyisamd uracil) or DNA (ade-
nine, guanine, cytosine, and thymine). Walter Femd colleagues (1976) pub-
lished ground-breaking work in RNA sequencing ieitiNature paper titled,
“Complete Nucleotide Sequence of Bacteriophage RRSIA: Primary and Sec-
ondary Structure of the Replicase Gene.” A sequenbi/-separation technique
was developed by Frederick Sanger and Alan Cou|$8r5) for DNA in 1975,
and this “plus and minus” method still acts aslibsis for a lot of gene sequenc-
ing performed today. Various genetic sequencinghots have been utilized for
RNA and DNA since the 1970s, including what is kmoashigh-throughput se-
guencingthat can produce millions of sequences at oncer(@lre, Mitra, Varma,
& Church, 2004).

Understanding the particular configurations of &s, Cs, and Ts (or Us) in the
genetic code is one thing; understanding what [ms®E®are initiated, amino acids
are identified, or functions are signaled by virtf¢hese particular configurations
is another. Genome annotatioannotationread here as “commentary” or “ex-
planation”—refers to the methods and technologgeduo identify the locations
of genes (as well as the coding regions in a geh@né determine specifically
what those genes do. “What are all these genegdbow do their functions in-
teract, and how may we take advantage of the seqadn advance understanding
and cure human disease” (FlyBase, 2001). Thiseigjtiestion posed at the begin-
ning of one of the earliest white papers producgdnembers of FlyBase, a con-
sortium of researchers devoted to annotating threetge makeup oDrosophila
melanogastera fruit fly. In fact, many organ systems in mansnhave well-
conserved homologues dmosophilg and this species of fruit fly not only was uti-
lized by Thomas Hunt Morgan and his researchetkdrearly 1900s—in the now
famously dubbed “Fly Room”"—so as to understand tietienctioning generally
(Morgan, Sturtevant, Muller, & Bridges, 1915), littivas also utilized by various
groups attempting to annotate the human genomeighrehe Human Genome
Project, which was completed in 2003 (HGPI, 201R)s estimated that some
66% of human disease genes having a clear cogmat®sophila (Stein, 2001,
Reiter, Potocki, Chien, Gribskov, & Bier, 2001; Teudte et al., 2009).
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3.2 ATP, Euglenas, and Information

Cells use energy, and one of the primary functwfithe mitochondrion of an an-
imal cell is by using the energy released duriregdRkidation of sugars to produce
a nucleic acid called adenosine triphosphate (AHBever, this can happen on-
ly if there is a line of communication between atbeganelles of the cell and the
mitochondria themselves. ATP acts as the mateatdlyst of information com-
municated between mitochondrion and other orgameléhen there are low lev-
els of ATP, the mitochondria receive this informatiand oxidize more sugars;
conversely, when sugars are oxidized (this activatyong other activities), the
other organelles receive this information and ¢atllhomeostasis can be main-
tained.

Euglena gracilisis an abundant one-celled microorganism thatrigeaber of
the protist kingdom found in freshwater environnsenh colloquial terms, it is
known as a kind of algae. It is about 10 micronseiarlength and looks like a
sperm cell with a more elongated body. It is eqetdmvith a flagellum, eyespot,
vacuoles, chloroplasts, mitochondria, plastids, andell nucleus. Each one of
these components has a function: the flagellumvidia-like tail that enables the
euglena to move around; the eyespot is light/darisisive so that the euglena can
move toward sunlight, its food source; vacuolesvelfor wastes to be disposed;
chloroplasts and mitochondria work together tosfarm sunlight energy to food
through ATP; plastids store the food; the cell rusl contains a nucleolus that
synthesizes and encodes ribosomal RNA, which iitapt for euglena structure
and reproduction (Buetow, 1982).

For an organism like the euglena to function effety in some external envi-
ronment—nbasically, live its life in its microbialorld—it is necessary that infor-
mation be exchanged between and among the vandsystems of this system.
Food storage in the euglena can be viewed as gstebs activity, which itself is
made up of processes dealing with electron trangpaol oxygen exchange in pho-
tosynthesis. Concerning these processes in themaigélectrons are transferred
from a donor molecule (such as nicotinamide adedinacleotide) to an acceptor
molecule (such asfpacross a membrane, with the resultingiéhs used to gen-
erate energy in the form of ATP. The informationstioe exchanged in these pro-
cesses; otherwise, there would be no storage af. fabthe same time, this sub-
system works with the subsystems concerning foapliaition and mobility. If
information were not being exchanged between tresgyt and the flagellum,
then there would be no movement toward sunlighttiin, there would be no pho-
tosynthesis, and then no food storage.
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3.3 Action Potentials, Reflex Arcs, and Information

When a neuron produces an action potential (colédigyu when it fires), infor-
mation associated with spiking signals is commueitdetween that neuron and
at least one other neuron. In the language utilizgdShannon (see figure 1
above), the axon of one neuron A acts &a@smitterand the dendrites of another
neuron B, to which the axon of neuron A is conngcsets as aeceiver Protein
synthesis in neurotransmitter release is the infion that is communicated be-
tween neurons. Depending on the amount and inyen$ithe neurotransmitter
emitted from the transmitter neuron, the receivausiran may become excitatory,
making it more likely to produce its own action g@atial. Networks of neurons
can fire more quickly when they are used more feadly, as if the information
associated with the particular network’s firing Hasen stored. The complex
workings of trillions of these connections throughan animal with a complex
nervous system enable it to fight, flee, foragegste and the like (Kandel,
Schwartz, & Jessell, 2000).

A clear illustration of the communication of neuabmformation in a systemic
fashion is a mammal’s muscle coordination ireflex arc In this activity, infor-
mation is communicated to and from the spinal @rd a particular muscle group
of the body (Kandel et al., 2000; Pelligrino, Fadi§ogassi, Galleste, & Rizzolat-
ti, 1996). Consider a situation where a very cwicat decides to jump atop a
very hot stove. The intense motion of the molecdtesn the stovetop is im-
pressed upon the pads of the cat's paws. That maffects the sensory neurons
in the cat’s skin, causing them to fire. The sepsmurons send a message to the
spinal cord. Thesenessagesonsist of billions of action potentials and neuro
transmitter releases, affecting cell after cell isaalong the pathway of this par-
ticular reflex arc. In an instant, the spinal ctindn sends a message back to the
muscle groups associated with the cat’s legs, dégh, and back. In a flash, the
cat jumps off the stove, screaming while archisdick.

However, now the cat must coordinate its fall te ground. This time, infor-
mation is sent from the visual system to the bramg then back through the spi-
nal cord to other muscles in the cat’'s body. Alltlug information must be inte-
grated by the brain, and motor responses must d&teestrated by the combined
effort of brain-body communication of informatiohhe cat narrowly avoids fall-
ing into the garbage can placed next to the stove.

3.4 Visual Perception and Information

In their textbook devoted to the principles of rammience, Keith Kandel et al.
(2000) describe the processes associated withgtéroen the cerebral cortex us-
ing a hierarchical model: “Sensory informationirstfreceived and interpreted by
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the primary sensory areas, then sent to unimodalcégion areas, and finally to
the multimodal sensory areas. At each successage gif this stream more com-
plex analysis is achieved, culminating eventually,with vision, for example, in
object and pattern recognition in the inferotempooatex” (p. 353).

Kandel et al. actually divvy up the hierarchy ofsery systems into four parts,
viz., (a) the primary sensory areas, (b) the unimhagleas, (c) the unimodal asso-
ciation areas, and (d) the multimodal associatieas

The primary sensory areas act as the base lewlihay refer to the way in
which information initially is communicated to thepinal cord and/or brain
through one of the five sensory modalities, viaydh, hearing, taste, smell, and
vision. For example, in the visual system the prinsensory area is comprised of
the eye, lateral geniculate nucleus, and the pyimiual cortex located in the oc-
cipital lobe of the brain.

The unimodal areas build upon the data receivenh fsome prior particular
primary sensory area, and refer to a higher-leviglesjration of the data received
from one of the primary sensory areas processedpart of the brain different
from that of the primary sensory area. In the Misyatem, there are two primary
unimodal areas that process information concermihgrean object is anavhat
an object is, located along trajectories betweenotttipital lobe and parietal and
temporal regions, respectively.

The unimodal association areas, in turn, refemteeen higher-leveled integra-
tion of the data received from two or more unimogi@as. In the visual system,
the unimodal association area integrates data daheutolor, motion, and form of
objects, and is located in the occiptotemporal afghe brain.

Finally, the multimodal association areas build mplee data received from the
unimodal association areas and, depending uposetieory modality, process this
information in the parietotemporal, parietal, temgpand/or frontal areas of the
brain (also see van Essen, Anderson, & Fellema®2)19

The result is this: information is exchanged atthd&ous levels of the visual
system and between the visual system and the taetaous system and, because
of these exchanges, an animal is able to form arewih picture of an object in its
visual field, a visual perception (Crick & Koch, @) Baddeley, Vincent, & At-
tewell, 2011; Gray, 1999; Singer, 1999; Bullot, 20Arp, 2008).

3.5 Environments and Information

Organisms interact with external environments. Hevebecause organisms are
hierarchically organized living systems composedufsystems, processes, and
components engaged in various operations, they tie@meown internal environ-
ments as well. Arnvironmentan be defined as any pressure or force that-inter
acts with, or affects somehow, the organism anddteponents. We can draw a
distinction between the information that is exchedhgithin the organism’s envi-
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ronment and the information that is exchangetiveerthe external environment
and the organism. So, there are really two typesneironments, namely, envi-
ronments that arimternal toan organism and environments that @exeernal toan
organism.

Concerning internal environments, for example, dbieer organelles, nucleus,
ATP, water, and various organic molecules act asehvironment for a mito-
chondrion in the eukaryotic cell; other eukaryatidls, cancerous cells, water, and
all kinds of organic molecules and chemical elemaat as the environment for a
typical eukaryotic cell; a myriad of molecules mting hydrogen, carbon, nitro-
gen, and oxygen surround and exert influence upgans in a multi-cellular or-
ganism’s body; a piece of food taken in from theiemment external to the or-
ganism becomes part of the environment within ttgawnism and, depending on
the content, may be digested or expelled.

At the same time, the organism itself is interagtivith external environments
that are exerting pressures upon, as well as egatiand communicating infor-
mation with, the organism. Concerning external emvnents, we see that organ-
isms are members of species that live in populatiiese populations usually
co-exist with other populations in communities. Masommunities living with
their non-living surroundings comprise an ecosystand the sum of all ecosys-
tems make up the biosphere of the earth. Other memtif a species, different
species, and the non-living surroundings of anmigga all are considered as parts
of the external environment for an organism. Thgaarsm constantly experiences
environmental pressures, and these pressures cdasbebed in terms of infor-
mation that is exchanged between the environmedttl@ organism (Brandon,
1984, 1992). This kind of information exchange barnwitnessed as a result of re-
search accrued and experiments performed by baikgind other thinkers.

It is common knowledge that an organism’s survigatilependent upon both
genetic and environmental factors. For examplé¢hefe is an alteration in a ro-
dent’s genetic makeup causing it to have a malfdrioet, then it is more likely
to be eaten by a hawk out on the open range. Hawéwhe same handicapped
rodent lives in a forested area where it can hitgeu rocks and bushes, it is less
likely to become a predator’s victim. Also, if anronment happens to be made
up of trees having fruit high up on its branches] & just so happens that a fruit-
eating animal’s genes coded it to have a neck &@maygh to reach the fruit, then
such an animal likely will survive. Converselyyifur animal genes coded you to
have a short neck, it is unlikely you would survigesuch an environment (that is,
if the fruit high up in the trees was your only ébsource). In the words of Tim
Berra (1990): “The environment is the selectingrdgand because the environ-
ment changes over time and from one region to anptlifferent variants will be
selected under different environmental conditiofps”8).

Another famous example that illustrates the infdiamal transfer between the
environment and an organism has to do with thehisahat Darwin (1859/2009)
described on the Galapagos Islands during his vwyagThe Beagle These
finches clearly exhibiadaptive radiationi.e., in the words of Berra (1990): “the
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evolutionary divergence of members of a single phghetic lineage into a varie-
ty of ecological roles usually resulting, in a ghperiod of time, in the appearance
of several or many new species” (p. 163). Darwitedoseveral different beak
shapes and sizes that apparently were modifieldeirfihches, depending upon the
ecological niche the particular bird inhabited. ®ofinches had massive beaks
ideal for crushing their seed food source, othexd thinner pointed beaks ideal
for probing flowers, still others had curved beddsal for picking food out of
woody holes. In this situation, the environmentsimich the various finches in-
habited were all different, and the finches witlakeemost fit for a particular envi-
ronment survived to reproduce.

Phenotypic traits are the physiological charadiesr behaviors of organisms
that are under genetic control. The genetic infaimnadetermines what a particu-
lar member of a species will look like, how faswitl run, what coloration it will
have, how successful it will be at mating, etctha finch example, the different
beaks represent the variety of phenotypic chariatits under genetic influence.
If it just so happened that a certain beak style gféective in gathering food in an
environment, then that finch would survive and pigsgenes onto its offspring.
Soon, that particular niche would be dominated hey heak style that was most
advantageous for that environment.

Research has been conducted on animals to detehuimehe external envi-
ronment affects the functioning of various systeshshe body. One experiment
has to do with occluding or removing the eyes d§ceats, and birds at various
stages of development to see if the neural cororetf the brain necessary to the
visual system either would develop abnormally, ease to function altogether.
These studies indicated that when occluding or wémgothe eyes, certain neural
connections in the brains of these animals woultdbeomade. This resulted in the
cessation of certain visual processes, causingvbeall subsystem to be under-
developed in relation to other animals that haviehaal their eyes occluded or re-
moved (Shatz, 1992; Clayton & Krebs, 1994). Thiaragle illustrates what hap-
pens when informatiois notexchanged between environment and organism.

A final example that demonstrates the informatinchange between an organ-
ism and its environment has to do with the artfigi controlled speciation of the
fruit fly, drosophila Experimenters are able to take out, move aroanddd ge-
netic sequences in the DNA of the fruit fly, cagsmadical phenotypic alterations
in it to occur such as the deletion of some ordegs growing where antennae
should be, and antennae growing where legs shaild’be experimenter’'s ad-
justments to the genetic material of the fruit dlse analogous to the radioactive
material and other kinds of natural external foroemutation that alter the genet-
ic codes of fruit fly populations. We find similaronstrosities in fruit flies when
we study them in their natural habitats (Duncan,g@ss, & Duncan, 1998). Just
as researchers tap into and alter the genetic afdadit flies in controlled exper-
iments, so too, external forces “tap into” and raltee genetic makeup of fruit fly
populations in nature. These fruit fly abnormatitiare another example of the
property of environmental-organismic informatiorckange found in organisms.
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4 A Few Debates Concerning Bioinformation and
Bioinformation as a Relation

Despite its application to a broad range of disegd—including the aforemen-
tioned examples in the biological sciences—appgdbrthe notion of information
as an explanatory feature of living systems is #enaf much dispute, which in
recent years has arisen over its need and usefulnes

4.1 Bioinformation: Metaphor or Reality?

Some authors consider information a distinctivatgliistic phenomenon, so that
its application in other fields is purely metapleatiand instrumentally useful. For
example, when we were discussing action potentiilseurons above, we noted
that protein synthesis in neurotransmitter reldaste information that is com-
municated between neurons. It is possible to reirdermation in the above de-
scription as a purely linguistic tool utilized fexplanatory purposes—here, one
might say, “protein synthesis in neurotransmittefease is noteally infor-
mation,” and, in fact, we can skip the informatibpart and go directly to thesal
explanation associated with action potentials, hgnpeotein synthesis in neuro-
transmitter releaseThe notion of information is just that—a metagbak no-
tion—and does some explanatory work in explainiciipa potentials. But the re-
al entities and processes doing all of the work sigin of proteins,
neurotransmitters, and the like physico-chemicainoimena.

This last point strikes a reductionist tone, aretehare many reductionists who
argue that the use of information concepts is rddonin fields like biology,
which are subject to general laws of matter andgné&uch researchers think that
biological phenomena should be explained in medadnélectromagnetic, chem-
ical, and thermodynamic terms, thus rendering mégional conceptions—as well
as other conceptions, for examglection—superfluous. According to this reduc-
tionist perspective, to speak of information inlbgy would just be an odd way of
speaking of correlation and causation (Stuart, 1€8%8fiths, 2001; Sarkar, 1996,
2000; Janich, 1992; Kitcher, 2001).

Many researchers, however, think that the inforamati perspective sheds con-
siderable light on biological phenomena, allowirsgta understand living things in
a way that would be otherwise impossible (Terzi®, 2011; Maynard Smith,
2000, 2000a; Queiroz, Emmeche, & El-Hani, 2007; {BndSmith, 2000; Grif-
fiths, 2001; Roederer, 2005; Avery, 2003; Yocke§02). Proponents of biologi-
cal information theory argue that many basic lifegesses include the storing,
replicating, varying, transmitting, receiving, ammtierpreting ofreal pieces of in-
formationof various types; and these processes are peitegacible to physical
and chemical terms. Stated simply, such resear@rergonvinced that “there is
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more to informational talk in biology than mere amtor” (Sarkar & Plutynski,
2008, p. xxi; also Sarkar, 1996, 2000, 2005; Ghiffj 2001).

There is no doubt that the presence of metapholgological texts is ubiqui-
tous, and it is not just a question of informatiometaphors (Keller, 1995, 2002).
Darwin himself was called a “master of metaphor’Stgphen Jay Gould (Gould,
1989). From “natural selection” to the “immune $¢Kfauber, 1994), all branches
of biology constantly use very diverse metaphonsd All this is not incompatible
with a realist reading of biological texts, for mphors themselves may be inter-
preted in a realist way (Marcos, 1995, 1997, 2@b@pter 10).

The use of information theory as an instrumenteis/\common in biology. As
biological systems—from macromolecules to organisrage very complex, we
can use information theory to measure their stratttomplexity. In John Colli-
er's (2007) words:

| will compare the use of information as a techgglof measurement, which does not
imply that there is anything present that mighthked ‘information’ with a stronger
usage of information in biology that attributesoimhation to biological systems in a non-
instrumental way. This distinction between instrata¢and substantive uses of
information in biological studies often turns o totion of information used, so it is
important in each case to be clear what is at §ta§erhe instrumental usefulness of
information technologies does not in itself imghg texistence of substantive information.
(p. 763)

But this instrumental application of the theoridsirdormation is also found
outside biology. Any structure, living or otherwiseay be studied from this point
of view. Following Collier (2007): “Some of the djmations, however, present in-
teresting issues for the philosophy of biology,ezsally concerning whether the
instrumental use of information is sufficient topéain the use of the idea of in-
formation by biologists” (p. 767).

In other words, an instrumental interpretation agsgible if we do not consider
the purely biological, that is, if we consider hg beings as mere physico-
chemical structures. But, then, what sets livingpnge apart? “Arguably,” Collier
(2007) affirms, “to be alive requires this sortsefparation of function and the req-
uisite dynamical decoupling between metabolismraptication” (p. 770). So, the
mutual reference between metabolism and replicatiost surely have an infor-
mational and functional character (also see Bro&k§Viley, 1988; Maynard
Smith & Szathmary, 1995). We can shed light ondinecture of a gene only by
showing its informational connection with a proteiWe can say then that the
function of a given fragment of DNA is to encodpratein. In an analogous way,
we can explain the structure of a protein only tisyréference to a vital function.
And there are vital functions only when there exet individual living being. So,
living beings distinctively include information. his the best possible explana-
tion of the usefulness of informational conceptdiology. So, in the opinion of
many authors a substantive explanation of bioinfdrom is required as part of the
broader explanation of genetics.
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4.2 Bioinformation as a Triadic Relationship

It is probably better to use the tersulist rather tharsubstantialisthere. This is
because when we speak of a substantialist intatget of bioinformation, it
would seem that we take for granted that bioinfdiomais asubstanceFrom our
point of view, bioinformation is a real entity, bt necessarily a substance. This
observation leads us to another debate: If we adbep bioinformation is a real
entity, what kind of entity is it precisely?

Some authors have viewed information as a thirigj gubstanceor primitive
element. Wiener (1961), for example, thinks th&brimation straightforwardly is
“information, not matter or energy” (p. 132). Alsoformation has been seen as a
property of a thing in terms of form, order, organizatiorgative entropy (Bril-
louin, 1962), complexity (Kolmogorov, 1965), or digity (Margalef, 1980). In-
formation as a property raises the problem ofatation, which is a recurrent dif-
ficulty and, as such, one of the major argumentirsg the bioinformational
paradigm. Actually, the problem of information Itica will be unsolvable unless
we abandon this view of information as a simpleperty. Further, we find infor-
mation conceptualized as a dyadic (semantic) aniddic (pragmatic or function-
al) relation, as we hinted at in Section 2 above. As Barwi€8§) notes: “But is
information relational? Surely so. The basic intuitabout the information con-
tentCg of a situatiors is that it is informatioraboutsomething besides(p. 326;
also Dennett 1987; Mackay, 1969; Kuppers, 1990;iQmeEmmeche,& El-Hani,
2007).

On the other hand, information as a thing or baslistance should be the last
hypothesis to explore, for the principle of ontatad economy implies that, all
things being equal, if some other hypothesis woitkis clearly preferable. The
other three possibilities could be equated withtkinee parts of Weaver’s classical
distinction (1949), which we explored briefly in&ien 2.

The technical problemswhich Weaver places at level A, are studied by-co
sidering the formal and statistical properties afssages. At this level, we are
dealing with information as a property. Teemantic problemsor level B prob-
lems, are concerned with the dyadic relationshifween the message and its
meaning. Theeffectiveness problemsr problems of level C, imply three ele-
ments. Weaver (1949) suggests that they are thesagesits meaning, and a
change in the receiver's behavior caused by theptem of the message (p. 5).
Therefore, problems of level C have a pragmati@eispvhich in biological con-
texts could be construed as a function. For ingtatite change in cell behavior
caused by the reception of a genetic message mmegystan the accomplishment
of a given function such as the synthesis of ardeted protein.

In light of the above distinctions, we argue thatirformation should be con-
ceived as a triadic relationship, i.e., a relatiovolving three entities. The prag-
matic or functional concept of information as adic relationship is the concept
that best adapts to biological contexts, where tfanal explanations are very
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common (Cummins, 2002; Millikan, 2002; Perlman, 208rp, 2006). We con-
sider an explanation for the existence of an oyaa molecule satisfactory only if
it includes reference, not only to its structurd amaterial composition, but also to
its functionin the organism. Thinkers cannot seem to get atduivers’ (1985)
claim that “even the humblest creature, say, asyiappears organized do some-
thing; it acts as if it is trying to achieve som@rmose” (p. 5), or Arnhart’s (1998)
observation that “although the evolutionary procgsss not serve goals, the or-
ganisms emerging from that process do. Darwin’$obgip does not deny—rather,
it reaffirms—the immanent teleology displayed ie 8iriving of each living being
to fulfill its specific ends [.}]] Reproduction, gréhy feeding, healing, courtship,
parental care for the young—these and many othtvitees of organisms are
goal-directed” (p. 245). And what has been commateit in this paragraph above
comports with the thinking of many biologists arkilpsophers of biology, in-
cluding Collier (2007): “The relevant level for gifcally biological information
is the functional level” (p. 771).

Having said all of this, we can construe informatieincluding bioinfor-
mation—in the following triadic, relational way.formation implies a relation-
ship between:

1. amessage, m, which may be any event, linguistiofteerwise;

2. a system of reference, S, which the message infahmsreceiver
about; and

3. areceiver, R.

Let’s consider a fragment of mRNA as a concretagle of a message, while
its system of reference could be a fragment ofcéem. The receiver is a formal
scheme residing in a concrete subject (a humargpeimother living system, a
part of a living system, an ecosystem, a computethe cytoplasm of a cell for
the preceding example). A concrete subject couldtoorse, use more than one
receiver and use them alternately (playing witliedént “hypotheses”) or succes-
sively (owing to an evolutionary or individual pess of learning). We can also
see the receiver as an internal (that is, residing concrete subject) predictive
model of S, along the lines suggested by Rosen5(1 %o characterizes living
beings as “anticipatory systems.”

A system of alternative messages in one relationbzaa system of reference
in another relation, and vice versa—and the proces&l be iterated. A segment
of DNA can be a message informing the appropriate pf the cell about the
MRNA to be synthesized. The same mRNA, initiallytjpd a system of reference,
may later become a message informing the cytopsont the synthesis of a cer-
tain protein, and so on. As Queiroz, Emmeche, 8H&h (2007) state using
Peircean vocabulary, “semiosis entails the indtatiaof chains of triads” (p. 60).
This is why a metaphor like “the flow of informatibis sometimes useful.

Comparing this triadic view to the classical Shanoae (see figure 1), it may
seem surprising that the emitter or source is wehenentioned. However, as Mil-
likan (1989) rightly notes: we should “focus on megentatiorconsumptionrather
than representation production” (pp. 283-284). lrenmnore, there is often no spe-
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cific emitter in non-linguistic contexts, like sorh@logical ones, so a concept of
bioinformation should not demand the presence amaitter.

The matter of the channel is more complex becawselly, we have a dimen-
sional image of it. However, it is possible to dons a channel in a more abstract
way, as a set of conditional probabilities, alohg lines suggested by Abramson
(1963). In the same spirit, Barwise and Seligm&®9{) note that a channel could
be understood, basically, as an objective cormeiatif any degree between two
domains.

Most of the conceptual problems concerning infofomatctually stem from
the ellipsis of some element of the informatiorelation. We often speak about
the information of a message with no reference tecaiver or a referential sys-
tem, although both of them exist implicitly. Bioormation is always functional,
transitive, and pragmatic. The message is alwafgsresl to something by a re-
ceiver; otherwise it is not a message, just an te(dillikan, 1989, p. 286). If
messages were not referred to something by a esceriffiths (2001) would be
perfectly right to say that “most information tatkbiology is a picturesque way to
talk about correlation and causation” (p. 400).

However, factors conditioning information are ofteistaken for information
itself. Such is the case regarding the formal attarastics of the system of refer-
ence, and either those of the message or the systemich it belongs. The corre-
lation between the messages and the system themiafion is about also affects
the amount of information involved, but neitherstborrelation nor form consti-
tutes the information itself.

The relationship among the three above-mentionethehts (m, R, and S) is
informative when it changes the receiver's knowkedd the system of reference.
By knowledge we mean the distributions of probabilities of fflessible states of
the system of reference in the receiver. Knowledigerefore, should be under-
stood here along the lines suggested by Karl Pofi#890) in a very general way:
“Can only animals know? Why not plants? Obviousiythe biological and evolu-
tionary sense in which | speak of knowledge, ndy amimals and men have ex-
pectations and therefore (unconscious) knowledgealso plants; and, indeed, all
organisms[. ] Flowering plants know that warmer days about to arrive [il.]
according to sensed changes in radiation” (pp.09,35).This understanding of
knowledge does not necessarily imply consciousrsesthe notion is applicable to
human as well as to non-human living systems. GendRosen’s (1985) claim as
well: “I cast about for possible biological instascof control of behavior through
the utilization of predictive models. To my astdmigent | found them every-
wherg[..]] the tree possesses a model, whicticipateslow temperature on the
basis of shortening days” (p. 7).

We can describe information (I) as a relationslépieen a message (m), a re-
ceiver (R), and a system of reference (S). Intbigtionship can be found the tri-
ad formed by a message, receiver, and system exerefe where the message al-
ters the receiver’s previous knowledge of the systé reference (Dretske, 1981,
2007). Moreover, the more probable an alternativeoia receiver, the more in-



23

formation will be received when a message saysdldifferent one has occurred,
unless it is a simple contradiction. So, for examphe introduction of a certain
genetic message into the cytoplasm increases titmbpility of the cell carrying
out a certain function, for the probabilities ofeahative behavior decrease. Now,
we can say that the receiver knows—or knows bettenw-to do something.
Again, this understanding of knowledge does noessarily imply consciousness.

The informational relation, in accordance with oealistic interpretation of bi-
oinformation, may be perfectly objective (see Bamyil986; Fodor, 1986; Den-
bigh & Denbigh, 1985). For example, it is quite extijve that a genetic message
informs the cytoplasm about synthesizing protei®\&, this does not necessarily
mean that the information has been in the worlgesithe beginning, preceding
any subject capable of using it, as Dretske (19®1¢s. Without cellular machin-
ery there is no connection between DNA and protéis. Moreno and Ruiz-
Mirazo (2002) state, the genetic message is, mcyple, “decoupled from the dy-
namical organization of the system” (p. 73).

Information can be measured from the magnitudesoéffects, that is, by the
changes to the receiver’s knowledge of the systemaference (for a measure of
this kind, see Marcos, 2011). This is a traditiomadl standard way of measuring
different physical magnitudes. Measuring informatidike measuring anything
else—requires a subject to do it, and this subgets according to theoretical
grounds. To assess the quantity of information igibg a genetic message to the
cytoplasm, we need extensive biochemical knowletigethis does not make the
informational relation any less objective.

5 Bioinformation and Related Concepts

The concept of information is usually presenteccamnection with others that
seem to form a constellation. The relationshipsvbeh them, however, do not
usually appear with sufficient clarity, which mayke educational tasks difficult.
At this point, a philosophical approach may be hé)mne that introduces clarity
to the concepts and their mutual relationshipsotiphout the chapter, such con-
cepts agorrelation andform have been appearing, and in this section othdts wi
make their appearance, such exgropy order, organization complexity and
knowledge All of them are closely related to the notionimformation, but none
of them simply identifies itself with it.
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5.1 Bioinformation and Thermodynamic Entropy, Ordeand
Organization

Above, we mentioned that August Weismann correlatézrmation with the bio-
logical sciences in his 1904 bookhe Evolution TheoryHowever, information
first appeared in biology in connection with thencept of physical entropy and
its different measures (thermodynamic or statisttmpugh physicists Rudolf
Clausius (1822-1888) and Ludwig Boltzmann (1844&)9@vho formulated the
measures of entropy. Clausius was the first tméhice the ternentropyto ther-
modynamics in 1876, while Boltzmann gave a sta@tinterpretation to the term.
Boltzmann considered that a macrostate of a giystesi is more entropic in the
same measure as it is compatible with a greatebauwf microstates.

The classic example is that of a gas-filled boxe Bx has two compartments,
right (R) and left (L), connected by a door. Theteyn can be in a macrostate A,
in which the temperature in one compartment isveidy higher than in the other
one, or in a macrostate B, with equal temperatuitgoth. According to the kinetic
theory of heat, the temperature of each compartwries depending on the ki-
netic energy of the particles in it. Thus, if tleenperature in R is higher than the
temperature in L, this is because the particleR iare on average faster than the
particles in L. If there were the same temperafardoth compartments, this
would be due to a uniform distribution of the fastd the slow particles along the
box. Let’s call “a microstate” to a concrete distiion of the particles. So, the
macrostate A has obviously a lower statistical phility than B because it is
compatible with fewer microstates than B, and dwaB higher entropy than A.

Boltzmann proposed the following formula for measgithermodynamic en-
tropy: S = K Ln W, where S is the entropy of a giveacrostate of a system, K is
Boltzmann’s constant, and W is the number of miates compatible with this
given macrostate. As can be easily observed, tuat®n is similar to the Shan-
nonian formula for informational entropy, H(S) = SKP(s) - logP (9).

James Maxwell (1831-1879) took the next step withaught experiment. If
we place inside the box a demiurgic being (Maxwellemon) that allows the
faster particles to pass to one compartment andltveer ones to the other, then
the system evolves toward a less entropic statpadgmtly, this situation is in-
compatible with the second law of thermodynamics.

Leo Szilard (1898-1964) found a sound answer to Wédbs paradox. Max-
well's Demon overcomes the universal tendency twopy thanks to the infor-
mation he obtains about the speed of the partielesiever, he had to measure the
speed by means of whatever physical process, anthaasurement process must
involve some transaction of energy and increasentrfopy. It seems, therefore,
that an (inverse) link exists between entropy aufidrmation.

Taking inspiration from this idea, Léon Brillouii&89-1969) developed the
concept ofnegentropy or negative entropy, as equivalent to informat{&mil-
louin, 1962). Thinkers such as Tribus, Shannon, Budns (1966) and Layzer
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(1990) have attempted to equate information witoaitive magnitude, the dis-
tance from thermodynamic equilibrium (also see Beo& Wiley, 1988; Weber,
Depew, & Smith, 1988; Marcos, 1991).

The last step prior to theolidification of the concept of information in biology
was Erwin Schrodinger’'s (1944) classihat is Life? The Physical Aspect of the
Living Cell, where he claims that living things overcome thiversal tendency to
entropy by exporting entropy to their environmegt, Maxwell’s Demon does.
Thus, a connection was made between thermodynanér and biological com-
plexity. Schrédinger contributes to the link betwdaiological phenomena and
physical entropy, and physical entropy had alrebdgn connected with infor-
mation, so the stage was set for the encountarfofmation and biology. A slo-
gan for this approach applied to biology could ‘#egain in (physical) entropy
means a loss of (biological) information” or evesh&dinger’'s (1944) own claim
that, “life feeds on negative entropy” (p. 70).

From the point of view proposed here, thermodynagnizopy conditions the
information that the macrostate of a system ca@ra@fbout its possible microstates
to a receiver equipped with the right physical lalfghe particles of the system
act together, the system as a whole is more dynaairespondingly, the move-
ment of the system offers a great deal of inforamatibout its elements. If entropy
increases, the system is less dynamic and reflesssefficiently the positions and
moments of its components. Thus, thermodynamicopwtis linkedspecifically
with the information that a macrostate can giveuttzosystem'’s currently acces-
sible microstates. So, the basis for a general uneasf information could not be
entropy, negentropy, or distance from equilibridvtafcos, 1991).

Physical entropy is currently linked with (stru@lrorder and (functional) or-
ganization, but order and organization are, redpedygt relative to a structure and
a function. Several types of order or organizatioay be identified even within
the same system. Organization is also relative tecaiver connecting the mes-
sage and the system of reference. A fragment of N#ganized for the synthe-
sis of a certain protein only if one knows how tedlular apparatus works. Physi-
cal entropy, therefore, should not be considergereeral measure of organization;
rather, it is a correct approach eoe type of organization able to render work
(Denbigh & Denbigh, 1985; Nauta, 1972). In biologyganization is always es-
tablished with regard to a certain function. Itnist just a question of structural
regularity.

This is why Schrddinger (1944) conjectured, betbeediscovery of the double
helix, that genetic information must be containeddme kind oaperiodiccrys-
tal. As it is well known, each crystal is formed the periodic repetition of the
same module. Biological macromolecules, such asem® and DNA, are also
modular compounds, but they are not formed by &gierrepetition of a singular
module. In this sense, one can speak of them afodjmecrystals. Schrédinger’s
book, with its concept of aperiodic crystal, exdréegreat influence on physicists
and paved the way for many physicists to move lbdogical studies. One of the
most prominent was Francis Crick, who noted thathibok was “extremely well
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written” and made the subject seem “exciting” (&fit965). Schrddinger’s idea
favored also the use of radiographic methods fer study of biological mole-

cules; methods that were first developed for thieysof the structure of the crys-
tals. James D. Watson and Francis Crick, the twdiscoverers of the structure of
DNA in 1953, used X-ray diffraction data collectby the British crystallogra-

pher, Rosalind Franklin (Ceccarelli, 2001; RidI2906).

5.2 Bioinformation and Shannon’s Entropy

Some remarks are in order here about the relagbwden Shannon’s entropy and
bioinformation. On the one hand, the structurehef $ystem the message belongs
to affects the information, but in the opposite waythat of the system of refer-
ence. When we try to pass information, we do nattviae system to which the
message belongs to impose any structural limitatmmour communication, or at
least we want them kept to a minimum. This is whladnnon callentropy(free-
dom of choice within a source), and is recommenfieda system acting as a
symbolic one. A symbolic system is a system whdseents have a symbolic
function, such as for instance the genetic systethtbe language. The word “ta-
ble” symbolizes a table, as the codon UCG givenctireect context symbolizes
Serine. This is why in some parts of biologicalteyss—for example, in neuronal,
genetic, immunological, and linguistic domains—igstlike can be combined in
many different ways, for they must be flexible whepresenting other parts of
the systems or external realities.

On the other hand, a higher level of structureegutarity in the system of ref-
erence brings about the possibility of transmittingre information about it with a
given number of symbols, in line with common seasd philosophical tradition
(Eco, 1962; Moles, 1972; Kolmogorov, 1965). Fotanse, a few words could be
enough for describing the full molecular structofe crystal, but the same num-
ber of linguistic symbols could say almost nothorgthe molecular structure of a
volume of gas.

Consequently, this matter is sometimes shroudetifusion. It could be seen
as a paradox that some authors correlate informatith freedom of choice or
low structural constraints, as Shannon does; vdifiers, like Eco and Moles, cor-
relate information with structural order, consttajror regularity. But it is not par-
adoxical at all, but rather expresses two aspdditsfarmation. One aspect is the
relative order of the system of reference, whilethar aspect is that of the sym-
bolic system. Shannon’s entropy of the symbolidesyscorrelates positively with
information: while regarding the object that thesteyn informs about, it is the
case that the greater the order and organizatiengteater the amount of infor-
mation that can be produced by a given sequensgnalols. Finally, another fac-
tor limiting the amount of information is the cdaton between the structure of
the message and that of the referential systemislfperfect, a maximum amount
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of information can be transmitted. No greater datien exists than between a
system and itself. In this regard, Shannon’s meagian absolute limit on the
amount of information: no more information can lieeg about a system than is
given by the system itself. Therefore, Shannon’ssuee is often referred to as a
measure of possible information.

5.3 Bioinformation and Complexity

Another approach to information has appeared mecently, based on the work
of Andrey Kolmogorov (1965) and Ray Solomonoff (3RGalgorithmic or com-
putational theory. Here, information is viewed aspecial kind of complexity.
Any sequence describing a text, image, musical omitipn, etc., may be gener-
ated by means of a program and a suitable complfitdre sequence shows any
regularity, symmetry, or redundancy, the programlade shorter than the se-
quence itself. If the sequence is mooenplex or even random, it will be less sus-
ceptible to compression, so the greater the conpleand the lesser the com-
pressibility. Thus, for instance, under this apphaihe “aperiodic crystals” to
which Schrédinger refers are more complex thanraghe standard crystal.

But, it must be remembered that information, untkenplexity, is not a prop-
erty of a single thing, but a relation betweeneatst three entities (as we have
mentioned already), so some remarks may be madbeorelationship between
Kolmogorov’'s complexity and bioinformation. Firshe relationship between in-
formation and the complexity of a sequence is nditect one, that is, complexity
cannot be simply equated with information. The nfeedh long program to gener-
ate a sequence does not translate directly intostguence “having” a great deal
of information. It would be counterintuitive, foamdom sequences would be the
most informational ones. Kolmogorov’'s measure ofmptexity can distinguish
between a crystal and a protein, but a relevanteiof bioinformation must also
distinguish between a functional protein and a camgheptidic compound.

Second, Kolmogorov’'s notion of complexity has ais@n used to calculate the
informational content of an individual object aslieect function of the length of
the shortest program describing or producing iteliere must remember the dif-
ference between things and words. When complesitgssessed from the com-
pressibility of a description encoded in a binagence, it could normally be re-
ferred to a universal Turing machine. The inpubistich a computer is a binary
sequence, as is the output, so the computer cagladé the description to the ob-
ject itself. Therefore, a measure of the compleritysequences is available, but
this does not mean that we can calculate the coditplef the object described,
because the information that a description givesibbn object is always referred
to a certain receiver in a concrete subject. Fangte, a DNA sequence is a good
description of the three-dimensional structure girateinto certain cytoplasmic



28

machinery but it would not make sense to say that it isegalty, or for a Turing
machine (see Rosen, 1985).

Third, there are doubts as to whether natural getealonecan explain the in-
crease in complexity throughout evolution (March891a, 1992). After all, or-
ganisms exist that are very simple but seem péyfadapted, a classic objection
to Darwinism (Bertalanffy, 1968). The connection thave established between
complexity and information may clarify the issueatér variants in evolutionary
succession may “take into account” those alreadgtiag, but not vice versa
(Rosen, 1985). Once an organism A is settled itst@mvironment, any other or-
ganism B will adapt to this environment more efffieady if it is equipped to relate
informationally with A. This informational asymmgtmeans that both the envi-
ronment and organisms become more and more comgtekso maintain their
adaptational dynamics throughout evolution. In tlégard, complex biological
organisms could be indicative of a complex envirentnfor more information is
required to adapt to a complex environment thagxist in a simple one. The ex-
istence of living beings that adapt to an environtre which others already exist
may ensure the survival of the latter, rather ttimeaten it, since the environment
to which the new system adapts is also that oniwiiey depend. Humanity’s ac-
ceptance of this idea is not unconnected with tieeeise in ecological awareness.
This remark, of course, has a direct link to treckéng of biology, which should
promote ecological awareness.

5.4 Bioinformation and Knowledge

Information is also related to knowledge, which ksted at in our discussion of
mammalian visual perception in Section 3. In highly influential work,
Knowledge and the Flow of InformatioRred Dretske (1981) defines information
as “a commodity that, given the right recipientcaégpable of yielding knowledge”
(p. 47). So a triadic relation is also needed hermehave the message, the circum-
stances it informs about, and the “right recipiehtformation is therefore related
to knowledge in a dual way: it depends on the kex& previous knowledge,
while knowledge is an effect produced by informati&o, knowledge itself can
be viewed as the property of a subject (edificgtiam as a dyadic relation be-
tween subject and object (correspondence, comelatit is easy to connect the
first notion of knowledge with biology: bioinforman contributes to the construc-
tion of living beings themselves. It is more ditfitto apply the demand for truth.
Nevertheless, we think that even in biological eatt information somehow re-
quires truth (see Devlin, 1991).
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5.5 Location of Bioinformation

Where is bioinformation? In our opinion, conceivingformation as a relation
could avoid the (pseudo-)problem of finding thealien of bioinformation. It
could be (dis)solved by considering information being already present
somewhere (in the genes, cytoplasm, proteins, e@mvient, ecosystem, brain, or
wherever) but as being established byitheractive relationdetween and among
the parts and processes of living systems. Thasvisry important point for biolo-
gy educators to consider and may help to clarifpmymaisunderstandings.

The typical textbook presentation of DNA as “eneggior “including infor-
mation” make people think of it as the Holy Grdillology. However, we must
remember that DNA on its own codes for nothingsitnformational only in the
cellular context. So, in this sense, genetic infatiom is notwholly genetic. Fur-
ther than this—as we have tried to show primanlysection 3—biological infor-
mation is not an exclusive property of the genes,dxists as a relationship be-
tween biological entities of different levels. Esadly since the research that has
resulted from the Human Genome Project, we haveesited the development of
various omic sciences, such as transcriptomics (the study efstt of all RNA
molecules produced in one or more cells), metabig®ifthe study of metabolites
and other products associated with metabolism),mateomics (the study of the
structure and function of proteins). This is anothelicator that bioinformation is
not a simple property of the genes, but a compdationship between different
biological entities.

The functioning of any living system (or part ofiang system) depends on
various factors. For example, the three-dimensistrakture of a protein depends
on DNA, but also on the very machinery of the célhat the message is and what
the receiver is are chosen conventionally but noitrarily. A message is usually
defined as a small factor of great specificity @ation to a given function and
displaying a high potential for variability. The BNcodifying a certain protein
possesses these characteristics in relation tfutieion of synthesizing the pro-
tein in question, and the protein in relation t® litiological function. In other
words, the slightest alteration of the DNA couldstey the structure of the pro-
tein, and the slightest change in a protein coelstrdy its function, as it happens
in widely known genetic diseases such as sickleacemia.

Such an effect is unlikely to be the result ofraikir change in an environmen-
tal factor. But this does not force us to identtig information with a property of
the message. The information in a fragment of DA a protein obviously de-
pends on its specificity, but only regarding a giveceiver (Sattler, 1986). Actu-
ally, the probability of any given protein arising a prebiotic environment
(Yockey, 1977, 1981), even in the presence of @&iBpeDNA, is much smaller
than in a cytoplasmic environment. Therefore, infation is located neither be-
fore nor after the triadic relation. Kampis and 8841991) state: “we have to
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give up the idea of a complete localization of infation” (p. 23; also see Kam-
pis, 1990).

On the other hand, any one fragment of DNA maycairse, produce infor-
mation on more than one function, and not necdgsarithe same quantity. For
example, attempts could be made to calculate theuamof information in a
fragment of DNA in relation to the transportatiohaxygen, which is different
from the function of producing a particular proteihe difference lies in the fact
that the same function can be performed by diffepeoteins or variants of a pro-
tein.

Finally, let us deal very briefly with the locatiai information in living sys-
tems according to different hierarchical levelsl{i@g 2003). An organism can be
conceived of as a hierarchically organized liviygtem made up of components
that are engaged in processes constituting codetireubsystems, with the prod-
uct of these processes and subsystems bgbagtiaularizedhomeostasis relative
to their operations that contributes to the ovegelheralizedhomeostasis of the
organism.

For all intents and purposes, in the absence ohexting principles, the
amount of information obtained by an external obserfor example, a scien-
tist—on a living system at different levels shoblel considered as amounts of in-
formation about different systems. Otherwise, mnfermation would supposedly
be derived about a living being from the knowleddefor example, its atomic
state than of its genetic makeup (see Atlan, 19Ffffprmation concerning the
atomic state is not about the living beipgr se unless we have theoretical princi-
ples connecting atomic states with some functiareracteristics. Developing
principles of connection between levels is like eleping a receiver that allows us
to obtain information about one level from anottamting as a message. We know
that, given certain principles of connection, oneldgical level can inform us
about another, but we also know that a completaatash is not viable, for any
concrete informational relation is subject to infpetions.

6 Information and Education

6.1 Bioinformatics

Humans seem to be the only species that can pradtmenation about infor-
mation, biological or otherwise. In the last fifjears, the development of new
technologies and the massive increase in the useroputers in all areas of hu-
man activity have led to a veritable explosion ke amount of data and infor-
mation (about information) that is produced, usaa in need of management
worldwide, constituting a veritable sea of extranady depth and breadth. This is
especially true in the biological sciences, medieakarch, and medical practice.
In these disciplines, thousands of scientists dinicians are contributing daily to
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the accumulation of a massive body of biomedicalvedge and information,
which we have hinted at already in our discussimfingenome annotation and the
newer omic sciences above.

Bioinformaticsis now the word used for the categorizing, catailog, and cod-
ing of this biomedical information with the help edmputers. The 1ledition of
the Merriam-Webster Dictionary(2004) defineshioinformaticsas “the storage,
classification and analysis of biological inforneati using computers” (p. 71),
while Baxevanis and Ouellette (2005) define it dymgps the “storage, organiza-
tion, and indexing of biomedical information in cpuaters” (p. 77). The challenge
nowadays definitely concerns the ability to colleettegorize, manage, store, pro-
cess, retrieve, disseminate, mine, and query ahisfbiomedical data and infor-
mation appropriately and efficiently by computadabmeans (see Arp, Smith, &
Spear, in preparation; Mathura & Kangueane, 2008hikawa, 2002; and the
journalsBioinformaticsandBioinformation. In fact, every science, organization,
and business has its own informatics, teemiittp data (Beynon-Davies, 2003;
Taylor & Joudry, 2008).

Further, when the biomedical data and informatiossessed by experts in the
various subfields of biology and medicine is organdiand stored in interconnect-
ed, calibrated, interoperable computer repositpiigs accessible to anyone any-
where in the world, in real time, and could be aordusly updated in light of new
scientific and medical discoveries. Also, the infiation contained in these data-
bases could, in principle, be used as the basisdudain kinds of automated rea-
soning that would independently assist in furthgrthe goals of scientific re-
search and clinical practice. And one can imagime ways in which this is
immediately beneficial for biomedical research, theing of diseases, the treat-
ments of patients, the construction of new techgiely the annotating of data,
and the general welfare of humankind. Think of atdowith immediate access to
the most current information about all known digsaat the click of a mouse. Or,
imagine a single, calibrated, integrated biomedlcadwledge base—a kind of
Great Bioinformatics Encyclopedia—comprehensivalbbiomedical knowledge
within one system. The authors of a 208dentific Americararticle concerning
bioinformatics and the World Wide Web share a similream of a database that,
when queried, would “give us a single, customizeshger to a particular question
without our having to search for information or @ahrough results” (Feigen-
baum, Herman, Hongsermeier, Neumann, & Stephei@g;)20

6.2 Human Communication

The organism can be conceptualized as a hieratanganization whereby levels
of operation, in the forms of subsystems and pE®sfunction interdependently
with one another in this unified system. In order &ll of the functions to take
place in this living system, informational relatsdips must exist on different lev-



32

els, from the genetic to the social. Genes comnati@iinformation, cells com-
municate information, subsystems and processes coioate information, the
environment surrounding the organism communicatésriation, and we hu-
mans are unique in communicatingnceptualinformation precisely about these
various forms of bioinformation (Boeckx & Uriageegk2011). Conceptual infor-
mation that exists in the social sphere of humanroanication and interaction is
of particular importance to the biology educator fesearch reasons, as well as
for teaching reasons having to do with conveyingcepts concerning biological
research, ideas, and principles in books, jourrthks,classroom, the lab, or on-
line.

Some years back, John Tyler Bonner (1980) descriédre itself as being
rooted in informational terms. According to Bonnewjture is understood as the
transfer of information through behavior and esplécby virtue of the process of
teaching and learning (also see Hintikka, 1973tikta & Suppes, 1970; Badde-
ley, Hancock, & Foéldiak, 2000). Bonner did not lirthis process of teaching and
learning to human cultures; rather, he extendeadneept of culture to other spe-
cies. We can also speak of cultural informatiodifferent living systems, not on-
ly in humans (Laland & Galef, 2009). For examplaganay speak of cultural
learning in some aspects of birdsong, and in direns of animal communication
(see Oller & Griebel, 2008). We especially findngmission of information in
primates, too (Goodall, 2000).

In 1976 Richard Dawkins described units of culturdbrmation analogous to
genes that he termedemesand such an idea virtually single-handedly spalvne
an area of study known asemetic§Dawkins, 1976), that has become significant
for biologists, psychologists, sociologists, anpulogists, philosophers, and
many other researchers (Blackmore, 1999). Like giememes can replicate, mu-
tate, compete, and even go extinct. Examples diweBawkins include fashion,
catch phrases, melodies, and various forms of tdobg. Of course, concepts ex-
pressed as theories, hypotheses, ideas, data, emtginprinciples, and the like
that one would find in a standard discipline likelbgy exist as straightforward
examples of memes, too.

Now, it seems clear that genetic evolution anducaltevolution inform one
another in mutual ways. It could be argued thatical evolution gives continuity
to genetic evolution, as would seem to be the gage memes mirroring genes.
Within this framework of mutual informing, one cdulinderstand the human edu-
cational process as a type of memetic informatioslaktionship that prolongs bio-
logical evolution, interacts with it, and maintairextain analogies with it. For this
reason, when we speak of the transmission of cdnaknformation between
teacher and student in the educational processrevaot talking about something
absolutely distinct from the kinds of bioinformatiave have described already,
such as genetic information, cellular informatieisual information, and organ-
ismal/environmental information exchange.

Although, as may seem obvious, in the context afcaton, informational re-
lationships also have their own distinctive feasyref which we should like to
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point out the following. First, as we have argu, conceptual informational re-
lationship is centered on the receiver. This isenemore certain than in the educa-
tive process, the locus of which must obviouslyheestudent. Here, lectures from
teachers, books, articles, and other educationalianearry on the function of
messages generators, whose mission is to propitiaamges in the student’'s
knowledge. In our case, the system of referenckbeilthe world of living sys-
tems.

This could appear to be an excessively passive weeducation, where the
student is characterized simply as a receiver; kewehis is not correct. Indeed,
the cognitive changes are produdedhe student andby the student, by means of
the construction and management of different pésséreivers. If we see the ed-
ucational process as an informational relationship,realize that it depends on
messages received, generated by the lectures &achdrs and other educational
media. It also depends on the activity of the systdé reference, that is, in this
case, of objective and dynamic biological realifynature were not active—in the
field, in the laboratory, and in the classroom—weld learn or teach but little bi-
ology. The upshot is that education in biologyicaily depends on the activity of
the student, who cannt#tarn withoutdoing (Marcos, 2011a).

Also, if education itself is considered in inforieetal terms, we underscore
one of the historical meanings of information ttet described in Section 2. In-
formation here is dormativerelationship—in the moral sense of the term—that
forms and informs students, and the teacher as We# educational process is,
indissolubly, a process of information and of fotima. But the old idea that it is
simply the teacher who forms the disciple is eronrgeand incomplete. Formation
is the result of an informational relationship ihieh the teacher and the student
take an active part.

When all is said and done, then, our hope is thatnuat only continue to be
students of the biological sciences and philosaghyiology in our own research,
but also that in this chapter we have played afiihe role of teacher for you, the
reader, concerning the concept of bioinformation.
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Glossary

Bioinformatics: The science concerned with collecting, categogizimanaging,
storing, processing, retrieving, disseminating, imgh and querying biomedical
data and information appropriately and efficiefitfycomputational means.

Bioinformation (Biological Information): Information in the biological realm.
Information implies a relationship between: (1) assage, m, which may be any
event, linguistic, or otherwise; (2) a system dérence, S, which the message in-
forms the receiver about; and (3) a receiver, RirBoramtion occurs when there
are biological entities—nucleic acids, cell cytapta proteins, antibodies, neu-
rons, sensory organs, organisms, or even ecosystemglved as such in the in-
formational relationship.

DNA Information: Since the middle of last century, DNA has beerroftlenti-
fied as the informational molecule par excelleritbas become commonplace to
say that the DNA “encodes,” “contains,” or “storegiformation; even that it
“transmits” or “conveys” hereditary information froone generation to another.
What these expressions really mean is that DNAgpdayimportant role in certain
bioinformational relationships, such as reproductimd molecular synthesis. In
these relationships, the DNA usually plays the @flea message. A message is
usually defined as a small factor of great speityfim relation to a given function
and displaying a high potential for variability. BNpossesses precisely these
characteristics in relation to reproduction andahetism. However, this does not
force us to identify the bioinformation simply with property of the DNA. We
should see bioinformation, instead, as a complé&tiom in which the DNA has
an important role.

Genetic Annotation: Readingannotation here as “commentary” or “explana-
tion,” the methods and technologies used to idettié locations of genes (as well
as the coding regions in a genome) and determieeifgmally what those genes
do.

Genetic Code: The specific sequences of nucleotides that argposeed of a sugar
(deoxyribose in DNA, ribose in RNA), a phosphateuyr, and one of four differ-
ent nitrogen-containing bases, namely, adeninejigaacytosine, and thymine in
DNA (uracil replaces thymine in RNA). These foursesa are like a four-letter al-
phabet, and triplets of bases form three-letterdswarcodonsthat comprise the

“information” which identifies an amino acid or s@s a function. DNA is the
template from which RNA copies are made that trarssigenetic information

concerning an organism’s physical and behaviogdtst(phenotypic traits) to syn-
thesis sites in the cytoplasm of the cell. mRNAewathis information to ribosomes
in a cell where amino acids, and then proteinsf@maed according to that infor-
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mation. The proteins are the so-calldlding blocksof life, since they ultimately
determine the physical characteristics of organisms

Genetic Sequencing: The methods and technologies used since the £arigs to
determine the specific order of the bases in a cutdeof RNA (adenine, guanine,
cytosine, and uracil) or DNA (adenine, guaninepsiyte, and thymine).

Information: The English wordnformation derives from the Latin nouimfor-
matio, which can mean, “representation,” “idea,” or “&mation.” Also, the Latin
verb informo can mean, “to sketch,” “to draw,” or “to represesbmething as
well as “to give shape or form” to something.

- DNA, seeDNA Infor mation.

- Entropic, seel nformation Entropy.

- Molecule, seeM olecule Infor mation.

- Shannon, seel nformation Entropy.

- Triadic View of, seeTriadic View of Infor mation.

Information Entropy (Shannon Entropy): Deriving from Claude Shannon’s
ideas and arguments ifhe Mathematical Theory of Communicati(949), a
measure of uncertainty, usually expressed in hitggse mathematical formula is
H(S) = =K P(3) - logP ($), where H is the entropy of a source, S is a sourc
(that is, a discrete random variablg)issone of the possible values of S, Pis
the probability of § and K is a positive constant. In more intuitieents, infor-
mation entropy enables us to estimate the amouahodrtainty reduced on aver-
age by each symbol produced by a given source.

Informational M olecule: Any molecule capable of participating in a bioimf@-
tional relationship, either as a message, recetnes, reference system such as a
fragment of DNA, a neurotransmitter, an antigerd anprotein. When speaking
specifically about genetic or hereditary informatid is very usual to ascribe the
role of message to the DNA or RNA, the role of refiee to the proteins, and the
role of receiver to the molecules of the cytoplasoth as those that make part of
a ribosome. This ascription is not arbitrary, Ruisiworth noting that the same
molecule may be involved in different informationalationships with different
roles. For instance, an mRNA molecule may be saethe reference of a DNA
fragment, but it can be also seen as a messageliregya protein.

Philosophy: The wordphilosophycomes from two Greek wordphilos deriving
from philein “love,” and sophosmeaning “wisdom.” Love here means something
like an intense desire for something, while wisd@narguably a kind of
knowledge gained from experience, whether thisrétical experience (gained
from living life with all of its ups and downs) dheoretical experience (gained
from understanding, evaluating, critiquing, andtbgsizing ideas, positions, and
concepts). Ever the theoretician, the philosoplaer dlways been the person who
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not only desires to look deeper into some claireajdargument, event, or state of
affairs by questioning assumptions and challengitagus quo thinking, but also
attempts to explain and systematize aspects otyed it is perceived. In Ber-
trand Russell's (1872-1970) words, which are appat@ given the nature of this
book, “Philosophy, like all other studies, aimsnparily at knowledge. The
knowledge it aims at is the kind of knowledge whifites unity and system to the
body of the sciences, and the kind which resuiefa critical examination of the
grounds of our convictions, prejudices, and beliefs

Philosophy of Biology: A sub-discipline of philosophy, the concern of @ahiis
the meta-leveled attempt on the part of philosophginlogists, and other thinkers
to understand, evaluate, and critique the metHodsdations, history, and logical
structure of biology in relation to other sciencgisciplines, and life endeavors so
as to better clarify the nature and purpose ofdgichl science and its practices.

Triadic View of Information: A concept of information put forward by thinkers
such as Alfredo Marcos (see this volume) that ieyph relationship between: (1)
a message, m, which may be any event, linguistigtieerwise; (2) a system of
reference, S, which the message informs the receb@ut; and (3) a receiver, R.



